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Fig. 1. (top) High fidelity characters 1–6 used in experiment, (bottom) Low fidelity characters. Males shown on the left and female on the right.

Advancements in real-time rendering technology have continued to develop
rapidly over the course of the last decade. Consequently, human likenesses
have been represented virtually with increasingly impressive detail. There is
evidence that this increased resemblance to real humans has an observable
and wide-ranging set of effects on human perception, cognition and action
in situations that involve digital characters. Studies that seek to advance the
science of synthetic animated people have consistently aimed to measure
and quantify changes in perceived emotional content mediated through
artificial human likenesses. The present study has been built off of this
work. The experiment outlined here was constructed to define and measure
responses from human participants towards state-of-the-art photorealistic
virtual humans under affected conditions. In particular, we sought evidence
for changes in perceptions of human likeness, eeriness and attractiveness
that could be observably dependent on conditions of photorealism and
character representation.
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1 INTRODUCTION
The theoretical notion of the uncanny valley [Mori 1970; Mori et al.
2012] has pervaded scientific discussions of humanoid robots and
virtual humans since the end of the 20th century. The term describes
a state of unease induced by a realistic artificial representation of
a human that occurs at a level of realistic portrayal where those
representations differ only subtly from real humans.
This proposed valley begins at the point where people typically

begin to report negative feelings towards a virtual or robotic human.
The valley is considered to end at the point where realism and posi-
tive impressions resume their correlative increase. This proposed
correlation implies that there is an upper boundary of realism where
both likeability and realism are at an optimized level, although Mori
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originally supported the idea of designing to stop short of the valley
rather than traversing it through maximal realism [Draude 2011].

While sometimes considered to be a theory lacking in substanti-
ation [Blow et al. 2006], there has been growing evidence for the
Uncanny Valley effect fostered by studies which have implicated
the realism of characters as a governing influence on impressions
of virtual characters [Seyama and Nagayama 2007].
Moreover, investigations have highlighted the roles of charac-

ter appearance and behaviour [Bartneck et al. 2007], individual
subjective traits [MacDorman and Entezari 2015] and facial ex-
pressions [Tinwell et al. 2011] in shaping the experience of virtual
humans, in efforts to quantify a location of the uncanny valley on
the scale of possible human representation.
The virtual humans used in the present study represent some

of the highest fidelity ‘photorealistic’ characters currently in cir-
culation. While these characters can be displayed and animated
in real-time, rendering them at their highest-fidelity requires high
levels of computation and expensive GPUs. We aim to determine if
these additional computational costs are justified and if such charac-
ters are perceived in a positive manner, compared to lower fidelity
counterparts. Our findings suggest that current state-of-the-art vir-
tual humans are no longer stuck in the uncanny valley and are
rated more attractive, humanlike, and less eerie than lower quality
representations.

2 RELATED WORK
With the proliferation of high quality animation technology, how-
ever, the correlative desynchronization of likeability and appear-
ance realism has proven to be extremely relevant for researchers
seeking to contribute to animated characters in films, cartoons and
games [McDonnell 2012], where audience reactions bare importance
for the design of virtual humans.
For instance, stylized cartoon renderings of virtual characters

have been rated more favourably than more realistic but sickly
looking counterparts [Zibrek and McDonnell 2014]. Realistic virtual
humans that exhibit low behavioural realism appear to provoke
similar effects, compared to high-realism conditions [Guadagno
et al. 2007]. There is also evidence that more realistic animations
of humans may evoke less trust than cartoon versions [McDonnell
and Breidt 2010], and are more easily categorised by humans than
semi-realistic characters [Kätsyri et al. 2017].
Many such studies involve full-body representations of virtual

humans, although weaker uncanny valley effects have also been
measured with screen-mediated images of computer generated
faces [Kätsyri et al. 2019], which provided our research with the
motivation to test for this effect using expressive animations of
human-like faces.
It has been posited that any uncanny valley study must include

emotional evaluation metrics as well as scales for familiarity and
human-likeness [Lay et al. 2016]. Both appearance and motion
variability among virtual characters have been used to demon-
strate observable effects on emotional valence in immersive VR
contexts [Mousas et al. 2018].

Higher levels of negative valence and arousal have been observed
in people experiencing the uncanny valley effect, where avatar

faces can be shown to increase negative valence compared to hu-
man faces [Cheetham et al. 2015]. However, there is ambiguity in
these empirical claims, with other studies [Mäkäräinen et al. 2015]
contending that uncanny characters can be linked to experiences of
amusement ahead of negative valence emotions.
This ambiguity was some motivation for our focus on valence

intensity ratings in this study, which sought clarity on this important
issue of classifying the emotional experience of the uncanny valley.
The absence of emotional expressiveness has been measured to
heighten perceived eeriness of digital characters in face-only stimuli
presentations [Tinwell et al. 2011] such as ours, and so the inclusion
of positive and negative valence was also intended to help define a
scale of eeriness at emotional dimensions beyond neutrality.
Numerous studies have sought to model human behaviour to

methodically describe the effects denoted by the uncanny valley
and their perceptual basis [Schindler et al. 2017]. Some proponents
of the theory point to evolutionary preferences for aesthetics [Han-
son et al. 2005] as a culprit in the generation of negative character
impressions. An evolutionary perspective can be supported with ev-
idence that the uncanny valley has been observed in the behaviour
of monkeys presented with stimuli representing real and near-real
synthetic characters [Steckenfinger and Ghazanfar 2009]. Consider-
ing uncanny valley effects from an evolutionary perspective can be
useful for developing guiding principles in the domain, but does not
provide a framework for measuring perceptual effects of animation
realism, as we attempt to do with the present study.
Another approach proposes inconsistent levels of realism be-

tween features of a virtual human as the factor which may explain
why negative impressions begin to arise at high accuracy represen-
tation[MacDorman and Chattopadhyay 2016; Mitchell et al. 2011],
defined by perceptual mismatches. There is strong support for the
occurrence of uncanny valley under perceptual mismatch conditions
[Kätsyri et al. 2015]. However, this approach was not considered
appropriate for framing effects of valence on studying the uncanny
valley.

A more applicable framework can be derived from studies which
consider concept categorisation as the prime culprit for perceived un-
canniness [Tondu and Bardou 2011]. The effects denoted by the un-
canny valley have been proposed to arise from category errors [Feld-
man et al. 2009] where difficulties discerning the difference between
a human and a replica version may lead to a state of unease. This
notion of category error or category uncertainty has been corrob-
orated by studies which have compared category sorting tasks to
negative impressions of animated faces [Wang et al. 2015].

Given the salient difference in quality between respective levels of
detail (LODs) with our stimuli, we considered category uncertainty
to be the approach which best enabled us to frame our predictions.
We hypothesised that the higher-fidelity character would be rated
more favourably on scales of ‘eeriness’ than the lower-fidelity, which
could potentially be explained by a difference in object classification
on behalf of participants. It was expected that this fidelity bias would
be reflected in all of our questionnaire data.

3 EXPERIMENT DESIGN
The method outlined here was developed to examine perceptions
of highly realistic virtual humans. The experimental format was
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constructed with 2 (Appearance fidelity) x 2 (Emotional Valence)
conditions, with 3 character variations and 2 character gender con-
ditions for a within subject design. Our main hypothesis was based
on appearance fidelity, as we considered it likely that the maximal
realism of the highest level of detail to be sufficient for traversing
the uncanny valley in regards to virtual humans. We expected levels
of uncanny ratings to differ between valence conditions. The ex-
perimental paradigm developed here was geared towards exploring
potential evidence for and against these hypotheses.
3.1 Stimuli
The stimuli were created in Unreal Engine 4.26 (UE4.26)1. The
avatars used in the stimuli are MetaHumans created using the Un-
real Engine online application MetaHuman Creator2. MetaHumans
are currently the state-of-the-art for realistic digital humans. Each
MetaHuman is available in 8 levels of detail (LODs), with LOD0
having the highest level of fidelity and LOD7 having the lowest. The
differences in fidelity between LODs arise from differences in geom-
etry complexity (for example, 24000 facial vertices at LOD0 versus
1300 at LOD4), texture complexity, and the use of strand-based hair
(LOD0) versus card-based hair (LOD4). Each MetaHuman has a full
facial and body rig for animation, with the complexity of these rigs
also varying across the different LODs. For example, the LOD0 facial
rig consists of 713 joints and 669 blendshapes, whereas the LOD4
facial rig has only 84 joints and no blendshapes. An identical rigging
setup across MetaHumans means that a given animation can be used
on multiple MetaHumans.
For each gender, we used three MetaHumans chosen on three

levels of character material variation, representing three different
ethnicities. This decision was motivated by previous studies inves-
tigating the uncanny valley [Macdorman et al. 2008] which have
ascribed low ratings of eeriness to photorealistic virtual faces but
have described the limitation of using only a single style of possible
human variation. The character material and gender variation were
also included to account for any potential biases in the participant
sample. We used these six MetaHumans with LOD0 for our high
fidelity condition (Figure 1 (top)) and LOD4 for our low fidelity
condition. For our purposes, LOD 4 was considered an appropriate
choice for low fidelity, representing the standard of previously gold
standard renderings of human likenesses, in terms of both poly-
gon count and appearance fidelity. LOD4 (Figure 1 (bottom)) is also
considerably less humanlike than LOD0.

3.1.1 Valence. For each emotional valence, two trained actors’ (one
female, one male) facial performances were captured via a desk-
mounted video camera placed in front of their faces. The valence ex-
pressions were derived from literature outlining particular phrases
that may be used to represent positive or negative valence emo-
tions [Ben-David et al. 2011]. Each recorded performance was then
tracked using the Faceware Studio facial performance tracking soft-
ware3 and streamed into UE4.26 using the Live Client Plugin for
UE4.264. The facial performance was then mapped to the MetaHu-
man facial animation rig and the resulting animation recorded using

1https://www.unrealengine.com
2https://metahuman.unrealengine.com
3http://support.facewaretech.com/studio
4https://glassboxtech.com/products/live-client

UE4.26’s Sequence Recorder feature. The commonality of the facial
rig across MetaHumans meant that for each emotional valence a
single recorded animation could be used across all female characters
and similarly for the male characters.

The different components of the stimuli (MetaHuman, animation,
lighting, virtual camera, and audio) were pieced together using
UE4.26’s Sequencer feature. The same virtual camera setup and
standard three-point lighting setup was used for all stimuli. For each
gender and emotional valence, the same audio track and animation
was used, meaning the only difference between stimuli was the
actual MetaHuman itself. Several post-processing effects such as
ray-tracing and anti-aliasing were used on the final stimuli which
were rendered using the UE4.26 Movie Render Pipeline. Each stimuli
was rendered at 30 FPS and at a resolution of 2048 × 1536 and
downsampled to 1024 × 768. A Nvidia GeForce RTX™ 3090 GPU
was used for the rendering.

3.2 Method
The measurements we employed for quantification of the uncanny
valley were derived from a revised alternative [Ho and MacDorman
2010] to the Godspeed indices [Bartneck et al. 2007] which can be
described as central to the development of experimental techniques
for measuring the uncanny valley. The three indices defined in
this literature that we used for our measurements were Human-
Likeness, Eeriness andAttractiveness. The valence scales were derived
from work similar to ours [Mäkäräinen et al. 2014] which aimed to
quantify perceived emotional intensity in virtual characters.

Prior to stimuli exposure, participants filled in sheets on informed
consent and demographic information, which gathered information
on age, gender and video game experience. For the stimuli exposure
stage, participants were presented with clips of animated virtual
humans expressing positive or negative valence conditions. For each
clip, participants were asked to rate the intensity of emotion ex-
pressed by the virtual human, on slider scales measuring responses
from 1-7 with 1 being ‘Not at all happy/sad’ and 7 being ‘Very
happy/sad’. These sliders were used to gauge perceived emotion but
also employed as a means to check whether unsupervised partici-
pants were actually watching the clips as the experiment progressed.
The same scales were used to measure differences with our uncanny
indices, with the scales reading Natural-Artificial, Reassuring-Eerie
and Unattractive-Attractive. These scales have been subject to scien-
tific validation [Ho and MacDorman 2010] but were also chosen for
their unambiguous wording compared to other means of providing
uncanny scales to experimental subjects.

Since there were three types of character material and two char-
acter genders included with the differences in LOD and valence,
participants experienced 24 different clips, presented in randomized
order. After experiencing all 24 clips, participants were asked for
feedback on their decision making processes via a text input box.

3.3 Participants
20 participants (10 male, 10 female) were recruited from a combina-
tion of university mailing lists and Prolific participant recruitment5.
These recruitment methods have been validated as appropriate and
useful for perceptual research [Jonell et al. 2020]. In consideration of
5https://www.prolific.co/
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the complexity of ethical standards around paid participant research
[Ripley 2006] we paid the national minimum wage to Prolific re-
cruits, adjusted to the duration of the experiment. The participants
were provided with a link to complete the experiment in their web
browsers, using Qualtrics survey software6. The duration of time
taken to complete the experiment was considered as a means of
rejection; the maximum accepted timespan was 48 minutes. This
was to ensure insofar as possible that participants engaged in the
experiment consistently throughout.

4 RESULTS
We initially conducted a 3-way Analysis of Variance to assess the
influence of within group factors Fidelity (High/Low), Character
(1–6) and Clip (Positive/Negative) on reported levels of uncanni-
ness and emotion intensity. However, there was no evidence in the
data to suggest Character had any statistically significant effect on
uncanniness and emotional intensity and was thus removed from
the analysis to improve interpretability. A Shapiro-Wilk test for
normality was performed on the data. The normality assumption
was violated (p>.05), so we applied an Aligned Rank Transformation
to the data as a means to enable our analysis of variance. For the
scales of emotion intensity, we averaged results over character and
ran 2 way analysis of variance on ratings of emotion intensity for
factors of Fidelity and Clip as there we were not predicting indi-
vidual differences from characters on emotion intensity. Tukey’s
post-hoc tests (𝛼 = .05) were conducted to check significance for
pairwise comparisons. In addition, post-hoc tests were corrected
using Bonferroni correction.

• Human-Likeness: We observed a main effect of Fidelity on
human-likeness (𝐹1,437 = 117.96, 𝑝 < .001), indicating that par-
ticipants considered high fidelity characters to look more
human (𝑀 = 4.12, 𝑆𝐷 = 1.82) than the lower fidelity charac-
ters (𝑀 = 2.87, 𝑆𝐷 = 1.58) (𝑝 < .0001).

• Eeriness: A main effect of Fidelity was observed on question-
naire responses for Eeriness (𝐹1,437 = 30.97, 𝑝 < .001), with low
fidelity characters rated as more eerie (𝑀 = 4.05, 𝑆𝐷 = 1.66)
across the board than high fidelity characters (𝑀 = 3.39, 𝑆𝐷 =

1.65) (𝑝 < .0001).
• Attractiveness: A main effect of Fidelity on Attractiveness
was established (𝐹1,457 = 120.6, 𝑝 < .001). Participants rated
Attractiveness to be higher in high fidelity characters (𝑀 =

4.74, 𝑆𝐷 = 1.41) than low (𝑀 = 3.6, 𝑆𝐷 = 1.41, 𝑝 < .0001),
(𝑝 =< .0001). A main effect of Character on Attractiveness
was found (𝐹1,437 = 7.98, 𝑝 < .001). As expected, some charac-
ters were rated more attractive than others, with a tendency
of character 1 and 2 (Figure 1) to be less attractive than others
and character 4 to be more attractive (𝑝 < .0001).

• Happiness Intensity:Amain effect of Fidelitywas found (𝐹1,19 = 14.45,
𝑝 = .001) on happiness intensity ratings, where ratings were
higher for high fidelity characters than low (𝑝 = 0.0012). A
main effect of Clip was found (𝐹1,19 = 137.96, 𝑝 < .001), where
happiness intensity was rated higher in the positive than the
negative clip, as expected (𝑝 < .0001). An interaction between

6https://www.qualtrics.com/uk/

Clip and Fidelity was found (𝐹1,19 = 5.81, 𝑝 = .03), where post-
hoc tests highlighted that the difference in ratings between
low and high fidelity of characters was present in the positive
clip (𝑝 < .0001), but not in the negative clip.

• Sadness Intensity:Amain effect of Fidelitywas found (𝐹1,19 = 6.93,
𝑝 = .016) on sadness intensity ratings, where ratings were
lower for low than for high fidelity characters (𝑝 = 0.02). A
main effect was also found for Clip (𝐹1,19 = 214.38, 𝑝 < .001),
where sadness ratings were higher in the negative compared
to the positive clip.

5 DISCUSSION
Our results indicate that state-of-the-art photorealism should be
considered a positive choice for virtual human applications as it was
found to be more attractive, less eerie, more human-like, and happier
than lower fidelity depictions. Our results are in line with Zibrek
et al. [2019] where photorealism was found to be a positive choice in
virtual reality, however other studies had conflicting results on the
topic [Cheetham et al. 2015; Mäkäräinen et al. 2015]. Additionally,
previous work has shown that characters with skin textures that are
less detailed and show less blemishes and other skin irregularities
are rated more attractive [Zell et al. 2015], which is consistent with
research in the cosmetics industry which shows that blurring skin
texture can increase attractiveness[Fink and Matts 2008]. Our low
fidelity characters had much smoother skin textures with less detail
than our high fidelity ones, however they were not rated more
attractive, which we believe was due to the additional reduction in
polygon detail counteracted any increase in attractiveness that the
skin texture might have afforded.
In our study, our low level of fidelity condition was created by

lowering the facial rig complexity, and the geometric and texture
complexity to mimic characters currently seen across many applica-
tions, while retaining the same identity, motion, voice, lighting and
rendering conditions as the high fidelity version.

While eeriness ratings were low for our high fidelity characters,
it is possible that ratings might reach even lower levels with higher
quality facial animation. We used real-time facial tracking and solv-
ing with only minimal clean-up in this study, and previous work
has shown that lower quality facial animation can appear more
eerie on realistic characters [McDonnell 2012]. Future work should
investigate the effect of facial tracking and solving.

Interestingly, we found that higher fidelity characters were rated
to be happier when expressing a positive emotion. Previous work
has shown that brighter lighting conditions can increase happiness
ratings on virtual characters [Wisessing et al. 2020], however, our
study is the first evidence that higher geometric and texture detail
can also cause this effect, since our lighting was kept constant.
Our results also indicate that there was no effect of character

appearance on uncanny ratings, which implies that future studies
could perhaps use less variety in character appearance when study-
ing these effects. We also found no effect of emotion on eeriness
ratings, implying that future research might consider testing more
neutral expressions to determine it would heighten uncanny ratings
[Tinwell et al. 2011].
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