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Abstract
This paper proposes to infer accurately a 3D shape of an object captured by a depth camera from multiple viewpoints. The Generalised Relaxed Radon Transform (GR\textsuperscript{2}T) \cite{1} is used here to merge all depth images in a robust kernel density estimate that models the surface of an object in the 3D space. The kernel is tailored to capture the uncertainty associated with each pixel in the depth images. The resulting cost function is suitable for stochastic exploration with gradient ascent algorithms when the noise of the observations is modelled with a differentiable distribution. When merging several depth images captured from several viewpoints, extrinsic camera parameters need to be known accurately, and we extend GR\textsuperscript{2}T to also estimate these nuisance parameters. We illustrate qualitatively the performance of our modelling and we assess quantitatively the accuracy of our 3D shape reconstructions computed from depth images captured with a Kinect camera.
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1. Introduction

With the increasing popularity of 3D displays and 3D printers, capturing automatically and easily a 3D shape of an object of interest using low cost hardware like the Kinect sensor opens interesting perspectives for non-specialist users for archiving, reproducing or displaying objects. Several methods have been recently proposed to recover a 3D shape from depth images (these are reviewed in paragraph 2.1). However all approaches convert the depth images into point clouds in the 3D space with little consideration to how the noise on a pixel of a depth image translates into uncertainty on the corresponding 3D point. Moreover smoothing the depth images is often used as a preprocess to remove noise before conversion to a 3D point cloud but this implies that valuable information can also be lost. In this paper, we defend an alternative strategy for estimating an accurate 3D shape from depth images: the original recorded data is not transformed into a point cloud, and thanks to prior knowledge about the sensor, the noise associated with each recorded pixel is modelled explicitly. As a consequence, our cost function used for 3D shape inference represents well the global uncertainty related to the noise of the depth images.

We use the Generalised Relaxed Radon Transform (GR\textsuperscript{2}T \cite{1} is reviewed in paragraph 2.2) to model the cost function merging the information from all the recorded depth pixels. The resulting objective function resembles a kernel density estimate with tailored kernels capturing the uncertainty about the depth value and the location of each pixel (section 3).
of the sensor noise on the pixel is chosen Normal and this allows the optimisation of the cost function with standard gradient ascent algorithms suitable for parallel computation [2].

Figure 1 summarises our experimental setting: several views are recorded using a Kinect camera from multiple views distributed around the object using a turning table. Accurate extrinsic camera parameters are often difficult to get at calibration stage. We propose to extend GR$^2$T so that these nuisance parameters are re-estimated using the depth images (section 3.4) before inferring the 3D shape of the object. We assess experimentally our framework in section 4 and subsequently proposed further possible extensions (section 5).

2. Background

2.1. 3D reconstruction with RGB-D cameras

Cui et al. [3, 4] have proposed to reconstruct an object using sequences of depth images captured with a time of flight camera. Merging several scans together (frame to frame) allows to improve the quality of the mesh despite the strong noise in the depth data. The depth data is converted into a 3D point cloud and the uncertainty (or bias) is modelled by a systematic offset in the direction of the camera ray. This model accounts only for the noise on the depth data but not for the uncertainty associated with the pixel resolution. The camera extrinsic parameters of rotation and translation are estimated by mapping two depth scans converted as 3D point clouds. Their cost function to estimate the rigid transformation can be understood as maximising the likelihood function (the Gaussian mixture) modelled by one point set, while the second corresponds to the observations for computing the likelihood (see section 2.1.2).

Izadi et al. have proposed a real time 3D reconstruction algorithm (KinectFusion) using depth information [5]. This technique allows to recover a dense 3D map of a scene. As a pre-process, a bilateral filter is used to remove the noise in the depth images before conversion to 3D point clouds. This has two limitations: first any filtering will reduce noise and also discard information of importance, second the uncertainty about the depth information and the pixel positions are not tackled. The depth map is converted into 3D points and normals in the coordinate space of the
camera. As the camera is moving, the extrinsic camera parameters are estimated using a fast version of the Iterative Closest Point (ICP, see section 2.1.1) algorithm in a frame to all frame strategy. Given the global pose of the camera, oriented points are converted into global coordinates, and a single 3D voxel grid is updated (to update the volumetric surface representation). KinectFusion algorithm uses a fixed voxel representation of the real world captured by the depth camera that can be memory demanding and several extensions have been proposed to tackle this issue [6, 7, 8]. Efficiency of KinectFusion algorithm has also been tackled by implementing faster GPU versions [9, 10]. KinectFusion is mainly focused on real time scene mapping to the detriment of both robustness and accuracy of the reconstructed object [11]. Dedicated algorithms with prior information about the shape to reconstruct have been proposed (e.g. for human body [12, 13] or face [11]). Using prior information about the shape to infer (faces), Hernandez et al. report an average error of 1mm with respect to the ground truth captured with a Laser scanner [11].

Recovering 3D shapes from depth images has therefore been tackled so far in three distinctive steps: denoising of depth images (by filtering or averaging several recorded frames), converting the depth images in 3D point clouds, and registering the point clouds to recover a coherent surface of the object that has been captured from multiple views. For clarity we now review explicitly the different objective functions that are optimised for finding the transformation $t$ that aligns one point cloud (noted $\mathcal{V} = \{v^{(j)}\}_{j=1,\ldots,N_v}$) on to another one (say $\mathcal{U} = \{u^{(i)}\}_{i=1,\ldots,N_u}$).

### 2.1.1. Iterative Closest Point (ICP)

One popular method to perform registration between two point sets is the Iterative Closest Point (ICP) algorithm [14, 15]. The ICP algorithm was introduced by Besl et al. [14] and Zhang [15]. It is based on finding point-to-point correspondences $C = \{(u^{(i)}, v^{(j)})\}$ between the two data sets using the nearest neighbour criterion. Once the correspondences have been found the transformation $t$ is estimated by maximizing the following likelihood:

$$
\hat{t} = \arg \max_t \left\{ \prod_{(u^{(i)}, v^{(j)}) \in C} N(t(v^{(j)}) - u^{(i)}; 0, \Sigma) \right\}
$$

where the notation $N(\Theta; \mu, \Sigma)$ indicates a Normal distribution for random variable $\Theta$ with mean $\mu$ and isotropic covariance matrix $\Sigma = h^2 I$ controlled by a bandwidth $h$ (with $I$ identity matrix). These two steps (correspondence-transformation) are iterated until the convergence criterion is reached. It is one of the most used algorithms for registration due to its simplicity and low computational complexity. Many improvements have been made to the basic ICP algorithm [16, 17, 18, 19, 20, 21] but the approach is sensitive to both outliers and its initialization. ICP requires the initial position of the two point sets to be adequately close. This is usually achieved by matching manually labelled points in both sets [22, 23].

### 2.1.2. Likelihood with Gaussian mixture

Cui et al model one point cloud as a Gaussian mixture [3, 4]:

$$
\rho_{\Theta}(\Theta) = \frac{1}{N_v} \sum_{i=1}^{N_v} N(\Theta; u^{(i)}; \Sigma)
$$
Assuming the transformed point cloud \( \{t(v^{(j)})\}_{j=1, \ldots, N^v} \) is sampled from \( p_{\Theta_0} \), the transformation \( t \) is then estimated by maximising the likelihood:

\[
\hat{t} = \arg \max_t \left\{ \prod_{j=1}^{N_v} p_{\Theta_0}(t(v^{(j)})) = \prod_{j=1}^{N_v} \frac{1}{N_u} \sum_{i=1}^{N_u} \mathcal{N}(t(v^{(j)}); u^{(i)}; \Sigma) \right\}
\]

(3)

Using this cost function, Cui et al indicate that while correspondences between points are not required, overlaps in the two point clouds needs to be considered [3, 4]: if \( v^{(j)} \) is not a point from the same area as described by set \( \mathcal{U} \), then \( p_{\Theta_0}(t(v^{(j)})) \) is going to be close to zero, affecting greatly the estimation of \( t \) like an outlier would do.

2.1.3. Kernel correlation & distance between distributions

The transformation \( t \) can be estimated by maximising the kernel correlation [24]:

\[
\hat{t} = \arg \max_t \left\{ \frac{1}{N_u N_v} \sum_{i=1}^{N_u} \sum_{j=1}^{N_v} \mathcal{N}(t(v^{(j)}) - u^{(i)}; 0, \Sigma) \right\}
\]

(4)

The cost function for this estimation consists in the cross correlation between two probability density functions (pdf) each of which represents a point cloud [24]. The pdf corresponding to the reference point cloud is modelled as the empirical density function, while the second point set is modeled with a Gaussian mixture (eq. (2)). Defining the empirical estimate of the distribution of \( \Theta \) using observations in \( V \) (using the Dirac kernel \( \delta \)) by:

\[
p_{\Theta_0}(\Theta) = \frac{1}{N_v} \sum_{j=1}^{N_v} \delta(\Theta - t(v^{(j)}))
\]

(5)

the cross correlation can be understood as:

\[
\hat{t} = \arg \max_t \left\{ \int p_{\Theta_0}^{\prime}(\Theta) p_{\Theta}(\Theta) d\Theta = \langle p_{\Theta_0}^{\prime}|p_{\Theta}\rangle \right\}
\]

(6)

with \( p_{\Theta_0} \) defined in equation (2). This technique does not require correspondences to be computed. It is robust to regions that do not overlap in the two point clouds and outperforms ICP based techniques [24].

For a rigid transformation, maximising the correlation between two pdfs can be shown to be equivalent to minimising the Euclidian distance between the pdfs [25]. Minimising the Euclidian distance between two probability density functions is a robust approach for parameter estimation [26].

2.1.4. Remarks

The transformation \( t \) of interest in this work corresponds to the displacement of the camera between two frames so that all extrinsic camera parameters associated with each frame can be recovered. These parameters are essential to get a good estimate of the 3D reconstruction. So far, this has been addressed by converting depth images into point clouds [5, 3, 4]. Converting depth information into 3D points makes the new observations to be directly related to the latent surface of the object that is to infer. Hence transforming depth maps into 3D point clouds is a convenient approach to infer 3D shape. However the uncertainty associated with each 3D point is more difficult to model. Indeed isotropic covariance matrices \( \Sigma = h^2 I \) controlled by a unique bandwidth have been used so far [24, 25, 4]. We review next the Generalised Relaxed Radon Transform and underline its similarity with the robust kernel correlation cost function.
2.2. Generalised Relaxed Radon Transform (GR²T)

The Generalised Relaxed Radon Transform (GR²T) has recently been proposed for robust inference [1] and its modelling relies on the following stochastic system of equations:

\[ \lambda + F(x, \Theta) = \epsilon \sim p_\varepsilon(\epsilon) \tag{7} \]

with \( x \in \mathbb{R}^d, \Theta \in \mathbb{R}^{d_h}, \lambda \in \mathbb{R}^d, \epsilon \in \mathbb{R}^d \) and \( F \) a given link function. Using Bayes theorem, the probability density of \((\lambda, \Theta)\) can be computed as an expectation:

\[
p_{\Theta, \lambda}(\Theta, \lambda) = \int p_{\Theta|x}(\lambda, \Theta|x) p_x(x) \, dx = \langle p_{\Theta|x} \rangle p_x \tag{8}
\]

Note that when the error distribution \( p_\varepsilon \) is the Dirac density function \( \delta(\epsilon) \), the probability density function \( p_{\Theta, \lambda} \) corresponds to the Generalised Radon Transform [27]. In a similar fashion as the Kernel correlation (eq. (6)), GR²T can be understood as the correlation between \( p_{\Theta|x} \) and \( p_x \).

GR²T can also be understood as the expectation of \( p_{\Theta|x} \) with respect to the observed random variable \( x \). Having collected independent observations \( \{x^{(i)}\}_{i=1}^N \) of the random variable \( x \), the joint density \( p_{\Theta, \lambda}(\Theta, \lambda) \) can then be estimated by the empirical average [28, 1]:

\[
\tilde{p}_{\Theta, \lambda}(\Theta, \lambda) = \frac{1}{N} \sum_{i=1}^N p_{\Theta|x}(\Theta|x^{(i)}) \ p_{\Theta|x}(\lambda|x^{(i)}, \Theta) \pi_i \tag{9}
\]

The priors \( \{\pi_i\}_{i=1}^N \) associated with the observations are often assumed equiprobable \( \pi_i = \frac{1}{N} \). When \( \Theta \) and \( x \) are assumed independent, equation (9) becomes:

\[
\tilde{p}_{\Theta, \lambda}(\Theta, \lambda) = p_0(\Theta) \times \frac{1}{\mathbb{E}(\lambda|\Theta)} \sum_{i=1}^N p_\varepsilon(\lambda + F(x^{(i)}, \Theta)) \pi_i \tag{10}
\]

The term \( \mathbb{E}(\lambda|\Theta) \) can be understood as an average of likelihoods that consider only one observation at a time. It can be used as a cost function that provides a one-to-many mapping between the space where observations occur and the latent space to explore [29]. In a similar fashion to the Hough transform, it is a robust modelling because an outlier creates a kernel with value close to zero that do not affect the overall cost function. Reference [1] explores with more details the relation of GR²T with the following robust framework: the Hough transform [30, 29, 31, 32], M-estimators [33] and Generalized Projection Based M-Estimators [34, 35]. When the densities function \( p_\varepsilon \) is chosen differentiable, then the average likelihood can be optimised with standard stochastic exploration techniques and in particular with gradient ascent algorithms [28].
2.3. *GR*\(^2\)T for 3D shape reconstruction from multiple views

Ruttle et al. [36] proposed a kernel density estimate as a cost function to infer shape from silhouettes as an extension to the classic 3D histogram for estimating the visual hull by cone intersections [37, 38]. Using a differentiable Gaussian kernel \(p_\epsilon\) allows them to optimise the cost function with gradient ascent algorithms that are suitable for parallel architecture [2]. The link function used by Ruttle et al [36] corresponds to the relation between the 3D position \(\Theta = (\theta_1, \theta_2, \theta_3)\) in the real world and the pixel position \(x = (x_1, x_2)\) where \(\Theta\) is projected using a projection matrix \(P\) associated with a pinhole camera model:

\[
F(x, \Theta) = \begin{pmatrix}
F_1(x, \Theta) \\
F_2(x, \Theta)
\end{pmatrix} = \begin{pmatrix}
x_1 - \frac{\theta_1 P_{11} + \theta_2 P_{12} + \theta_3 P_{13}}{P_{31} + P_{32} + P_{33} + P_{34}} \\
x_2 - \frac{\theta_1 P_{21} + \theta_2 P_{22} + \theta_3 P_{23}}{P_{31} + P_{32} + P_{33} + P_{34}}
\end{pmatrix}
\]

(11)

Kim et al. [39] proposed to extend the link function (11) to infer a coloured 3D surface from colour images captured from multiple views. Both Ruttle and Kim [36, 39] considered that the camera matrices associated with each recorded image are known exactly. In practice however, despite careful calibration, errors occur on the extrinsic camera parameters.

2.4. Remarks & contributions

In this paper, we propose first to extend the link function (11) to deal with data captured with depth cameras, such that shape-from-silhouettes framework [36] becomes a shape-from-depth (SfD) approach (see section 3). Second, we extend *GR*\(^2\)T framework to estimate the extrinsic parameters of the cameras which are nuisance parameters in the context of 3D shape inference: the extrinsic camera parameters are not of interest but they need to be accurately estimated to allow for an accurate shape reconstruction. A calibration step allows us to get intrinsic camera parameters that remain fixed, and it also provides initial guesses for the extrinsic camera parameters for each captured depth image. The extrinsic parameters are then refined to improve 3D shape reconstruction.

When considering sequences of depth images, it is often assumed that only an incremental transformation occurs between successive frames facilitating the recovery of the extrinsic parameters by standard techniques such as ICP [5]. When this is not verified however, ICP performs poorly [24, 4]. We propose here to use *GR*\(^2\)T to merge the information from several depth images collected from multiple views that can be sparse and with poor overlaps. Depth images are not converted into point clouds and they are all used directly and simultaneously with *GR*\(^2\)T. This allows for the uncertainties about the observations, pixel positions and depth values, to be automatically accounted for in the modelling.

3. Shape from Depth images with *GR*\(^2\)T

Section 3.1 presents the link function \(F\) used to estimate the 3D shape from depth images. It is based on the pin-hole camera model. Paragraph 3.2 gives an explicit expression for the average likelihood used as a cost function modelling the surface of the object in the 3D space. In practice, using a turning table, the extrinsic camera parameters can not be known precisely via calibration and we propose to refine them using the depth images (section 3.4). A mesh is then inferred using an iterative algorithm that explores the surface of the object characterised by a ridge in the cost function (section 3.5). Section 3.6 provides more details on the computations involved in our framework.
3.1. Link function $F$

To solve SfD, we define the following random variables:

- $\Theta \in \mathbb{R}^3$ is the 3D spatial latent variable of interest. The cost function proposed here is optimised w.r.t. $\Theta$ to extract the shape of the object in view in the depth images.
- $\Psi \in \mathbb{R}^6$ correspond to the extrinsic camera parameters modelled as a nuisance random variable. $\psi_1$ is the roll component of rotation matrix, $\psi_2$ is the pitch component of rotation matrix, $\psi_3$ is the yaw component of rotation matrix and $(\psi_4, \psi_5, \psi_6)$ is the 3D translation vector [40]. The roll, pitch and yaw define a 3D rotation matrix noted $R(\Psi)$. The intrinsic camera parameters, noted $f_x, f_y, u_0, v_0$ (focal length in horizontal and vertical axis $f_x, f_y$ and the coordinates of the centre pixel $(u_0, v_0)$), are assumed to be accurately estimated by calibration and they are combined with the extrinsic camera parameters to create the projection matrix $P(\Psi)$:

$$P(\Psi) = \begin{bmatrix} f_x & 0 & u_0 \\ 0 & f_y & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R(\Psi) \\ \psi_4 \\ \psi_5 \\ \psi_6 \end{bmatrix}$$

(12)

The coordinate of the centre of the camera $C(\Psi)$ can then be computed with:

$$C(\Psi) = - \begin{bmatrix} R(\Psi) & \psi_4 \\ \psi_5 & \psi_6 \end{bmatrix}$$

(13)

- $x \in \mathbb{R}^3$ is an observed random variable corresponding to the pixel spatial positions $(x_1, x_2)$ and the depth value $x_3$. For each camera, a set of observations for $x$ has been collected. These sets are noted $S_1 = \{x_i^{(1)}\}_{i=1}^{N_1}$ for the depth image recorded by camera 1, $S_2 = \{x_i^{(2)}\}_{i=1}^{N_2}$ for the depth image recorded by camera 2, and so on up to $S_C = \{x_i^{(C)}\}_{i=1}^{N_C}$ recorded by camera $C$.
- $\epsilon \in \mathbb{R}^3$ is the random variable modelling the noise on depth images. Its distribution $p_{\epsilon}$ is assumed normal with mean zero and diagonal covariance matrix of bandwidth $h_1 = h_2 = 1$ for the uncertainty on the pixel positions, and $h_3 = 0.0002$ the uncertainty about the depth values (obtained by calibration see paragraph 3.3.2).

The function $F(x, \Psi, \Theta)$ that links the random variable $x, \Theta, \Psi$ is defined as:

$$F(x, \Psi, \Theta) = \begin{bmatrix} F_1(x, \Psi, \Theta) \\ F_2(x, \Psi, \Theta) \\ F_3(x, \Psi, \Theta) \end{bmatrix} = \begin{bmatrix} x_1 - \frac{\sqrt{(C(\Psi)_1 - \theta_1)^2 + (C(\Psi)_2 - \theta_2)^2 + (C(\Psi)_3 - \theta_3)^2}}{\epsilon} \\ x_2 - \frac{\sqrt{(C(\Psi)_1 - \theta_1)^2 + (C(\Psi)_2 - \theta_2)^2 + (C(\Psi)_3 - \theta_3)^2}}{\epsilon} \\ x_3 - \frac{\sqrt{(C(\Psi)_1 - \theta_1)^2 + (C(\Psi)_2 - \theta_2)^2 + (C(\Psi)_3 - \theta_3)^2}}{\epsilon} \end{bmatrix}$$

(14)

and the stochastic equation used in our modelling is:

$$\lambda + F(x, \Theta, \Psi) = \epsilon \sim p_{\epsilon}(\epsilon)$$

(15)
The variable $\lambda \in \mathbb{R}^3$ is here an auxiliary random variable that is added to help the modelling of the cost function [1] and we are only interested in inferring information about $\Theta$ in the case $\lambda = 0$. Note that this modelling links explicitly the observed quantity $x$ from the cameras with the additive perturbation $\epsilon$. The first two functions ($F_1, F_2$) link the pixel positions to the latent 3D locations and was used in Ruttle et al.’s modelling to infer shape-from-silhouettes [36, 39] (cf. eq. 11). As an extension to [36, 39], the last function $F_3$ relates the depth values to the latent 3D locations.

3.2. Cost function with GR$^3$T

The link function $F(x, \Theta, \Psi)$ is depending on additional nuisance parameters $\Psi$ and these camera parameters need to be estimated accurately to recover the information $\Theta$ of interest. Assuming independence between $\Theta$ and $(x, \Psi)$, the joint density function $p(x, \Theta, \Psi)$ can be computed by:

$$p_{\Theta}(\lambda, \Theta) = p_\Theta(\Theta) \int \int p_\epsilon(\lambda + F(x, \Theta, \Psi)) \ p_x,\Psi(x, \Psi) \ dx \ d\Psi$$ (16)

The joint density function $p_{x, \Psi}(x, \Psi)$ can be approximated by its empirical estimate using the observations in $S_1 \cup S_2 \cup \cdots \cup S_C$:

$$\hat{p}_{x,\Psi}(x, \Psi) = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{N_c} \sum_{i=1}^{N_c} \delta(x - x^{(i)}_c) \ \delta(\Psi - \Psi_c)$$ (17)

Using this estimate to compute the integral (16), we get the following estimate of $p_{\Theta}$:

$$\hat{p}_{\Theta}(\lambda, \Theta) = p_\Theta(\Theta) \ \frac{1}{C} \sum_{c=1}^{C} \frac{1}{N_c} \sum_{i=1}^{N_c} p_\epsilon(\lambda + F(x^{(i)}_c, \Theta, \Psi_c))$$ (18)

At $\lambda = 0$, the average likelihood $\hat{p}_{\Theta}$ is a function of $\Theta$:

$$\hat{\pi}_k(\Theta) = \frac{1}{C} \sum_{c=1}^{C} \ \frac{1}{N_c} \sum_{i=1}^{N_c} p_\epsilon(\lambda + F(x^{(i)}_c, \Theta, \Psi_c))$$ (19)

Figure 2 shows horizontal slices (for visualisation purposes) of the average likelihood function computed with noiseless depth images created for a computer generated object (stanford bunny) with perfect camera parameters. Note how the surface of the object translates into a ridge in the cost function. The ears are occluding each other in some depth images, and therefore less pixels have contributed to some areas of their surface (e.g. in between the ears). As a consequence the ridge created by the surface is uneven.

Figure 3 shows two kernels $p_\epsilon(\lambda + F(x^{(i)}_c, \Theta, \Psi_c))$ and $p_\epsilon(\lambda + F(x^{(i)}_c, \Theta, \Psi_c))$ such that $x^{(i)}_c$ and $x^{(i)}_d$ have the same pixel position but two different depth values. When taking into account the noise associated with the pixel position and the depth value, the kernels model their corresponding uncertainty in the 3D space. Note that the shape of the kernels in the 3D space does not correspond to a Normal distribution with an isotropic covariance. While modelling noise on the observations (pixel positions and depth values) with a Normal distribution is a reasonable hypothesis (given prior knowledge about the sensor), this does not translate into a mixture of 3D isotropic Gaussians centered on the 3D point clouds as previously proposed [4].
3.3. Calibration, Noise modelling & Data capture

Intrinsic parameters and initial estimates for the extrinsic camera parameters for the Kinect camera need first to be computed and this procedure is presented in section 3.3.1 [41]. In section 3.3.2, an experiment is carried out to measure the uncertainty of the distances recorded by the depth sensor and this is used for setting the bandwidth $h_3$ for the error $\epsilon$. Section 3.3.3 indicates how a set of objects have been scanned using the kinect and a turning table to validate our approach. Alternative methodologies that have been recently proposed for depth cameras [42, 43] can also be used for modelling accurately the sensor. The same Microsoft Kinect Camera for Xbox 360 (released in 2010) has been used in this study [41].

Figure 3: Kernels of $\bar{\text{lik}}(\theta_1, 0, \theta_3)$: The contour plot (a) shows the kernel cone created with the link functions $F_1$ and $F_2$ [36, 39] and plot (b) shows the two kernels when considering two points at different depth distance projecting on the same pixel (i.e. two depth values are considered with $F_3$ in conjunction to the kernel created with $F_1$ and $F_2$ shown in (a)). Contour plots (c) and (d) show these two kernels when varying the angle $\alpha$ of projection on the image plane (vertical blue line).
3.3.1. Calibration

Many methods are available for determining the camera parameters \[40\]. A common approach is to capture several images of a known geometric pattern such as a planar checkerboard. The knowledge of the relative positions of the corners of the checkerboard in the real world and the corresponding coordinates of the projection of those corners in the image plane can be used to estimate the camera parameters. Using as many as 3D to 2D correspondences as can be available, camera parameters are estimated as well as the radial distortion coefficients. We used the MATLAB toolbox developed by Bouguet \[44\] for all the camera calibration in this work.

The intrinsic parameters of the RGB camera can be found using standard calibration techniques using a chessboard pattern. For the depth camera this is a bit more difficult. Ideally the same chessboard pattern would be used but the chessboard corners of a standard chessboard would not be visible in the depth image. To overcome this problem a pane of glass is used with a chessboard pattern masked out as seen in Figure 4. This means the depth camera sees through the unmasked squares and is stopped by the masked squares, resulting in a chessboard pattern seen in the depth image. This is used to calibrate the intrinsic parameters of the depth camera. Viewing this same glass chessboard from both the RGB camera and the depth camera allows a standard stereo calibration to be done to determine the rotation translation between the two cameras. The relationship allows a real world origin to be calculated in the RGB image and from that the extrinsic parameters of the depth camera can be determined, or the depth camera data can be re-projected into the RGB camera space to provide a pixel to pixel match.

![Figure 4: The glass chessboard used to calibrate the Kinect Camera, both the colour and the depth sensor can see the pattern.](image)

3.3.2. Raw depth data conversion & Depth bandwidth selection

The variable \(x_3\) (cf. eq. (14)) corresponds to a distance and the raw depth values recorded by the depth sensor are actually converted into distances suitable as observations for \(x_3\). A standard generic conversion formula is provided for all Kinect cameras but it does not produce accurate distances. In order to get a more accurate conversion formula, our Kinect camera was pointed at a flat surface (a wall) and repeated depth images were captured from different distances. A calibration chessboard pattern was also placed on the wall so that the distance of the camera from the wall could be determined using standard extrinsic camera calibration. Figure 5 shows the mean of our recorded raw depth data captured by the Kinect camera w.r.t. the measured real
world distance for each capture, as well as the standard error associated with each measurement (in blue). The standard conversion formula provided by N. Burrus [45] is:

\[ x_3 = \frac{1}{d \times (-0.0030711016) + 3.3309495161} \]  

(20)

This conversion (curve in black in figure 5) shows a systematic bias when compared with our measurements. Another conversion formula was proposed by Stéphane Magnenat [46]:

\[ x_3 = 0.1236 \times \tan\left( \frac{d}{2842.5} + 1.1863 \right) \]  

(21)

This is a more accurate conversion formula that fits better our measurements (see curve in red fig. 5). We propose to use polynomial fitting of power four to give the best least squares fit to link the observed Kinect depth value to the real distance [41]:

\[ x_3 = \alpha_0 + \alpha_1 d + \alpha_2 d^2 + \alpha_3 d^3 + \alpha_4 d^4 \]  

(22)

Our estimated values for the \( \alpha_0 \) parameters are reported in Appendix A. Note that the abscissa in Fig. 5 is log-transformed to enhance the difference between Magnenat and our proposed polyfit conversion. Our proposed polyfit conversion shown in grey in Fig. 5 is the best fit compared to both Burrus (black) and Magnenat (red).

For all the experiments carried out in this work, the object was placed between 0.6 and 0.8 meters away from the camera. In that range, the polynomial curve is nearly linear and the standard deviation of the noise on the depth values is nearly constant. This results in a standard error on the computed distances of \( h_3 = 0.0002 \) meters.

![Figure 5: Conversions of the raw depth data \( d \) (y-axis) to the real world (log) distance \( x_3 \) (x-axis) [41].](image)
3.3.3. Data Capture

A board is placed on top of a large sheet of paper, which is marked every 10 degrees around in a full circle (cf. Fig. 6). The board and the marked sheet of paper allow the board to be placed in the 36 different orientations around a full circle. Initially a set of images is taken with the board in all 36 positions with only a checkerboard pattern on top of the board. This allows all 36 positions to be calibrated, and an initial estimate of the camera parameters to be obtained. Then an object is placed on the board and the board is again placed in all 36 positions, every 10 degrees on a full horizontal circle, with a capture taken at each position. Various objects (cf. Fig. 9) were used from highly complex to relatively plain to test the algorithm. Silhouette images have also been generated using standard background subtraction techniques to segment the foreground and background pixels. The silhouette images were improved using the depth data and when necessary any obvious errors in the segmentation were corrected by hand. No extraordinary measures were taken to get perfect RGB and depth images e.g. no special lights, background or rig was used and the calibration step for the extrinsic parameters is only designed to give good initial guesses in our algorithm.

Figure 6: Setup using the Kinect Camera and rotating platform to generate the real object dataset [41].

3.4. Refining the nuisance parameters $\Psi$

In practice, even with a careful calibration, the extrinsic camera parameters are not accurate enough and these are necessary to get a good cost function $\bar{\text{lik}}(\Theta)$ for inference of the shape. Choosing camera 1 as a reference camera ($\hat{\Psi}_1$ is available), we want to estimate the parameters $\{\Psi_2, \cdots, \Psi_C\}$ such that all average likelihoods overlap well in the 3D space. We formulate the problem as follow [47]:

$$\forall c, \hat{\Psi}_c = \arg \max_{\Psi_c} \int \bar{\text{lik}}(\Theta, \hat{\Psi}_1) \bar{\text{lik}}(\Theta, \Psi_c) \, d\Theta$$  \hspace{1cm} (23)
Figure 7: (a) 50 random points are selected for initial guesses. (b) these points are iteratively updated using Newton’s algorithm maximising $\log(\theta)$ and converge to the nearest maxima (c). Note how the 50 points have converged to only 4 points on the ridge (c).

In practice, to compute this integral, we extract independent samples $\{\Theta^i\}_{i=1,\ldots,N}$ of the reference function $\overline{\log}(\Theta, \hat{\Psi}_1)$ (we simply choose the 3D point cloud $\{\Theta^i\}_{i=1,\ldots,N}$ computed from the depth image of camera 1). The integral (23) becomes:

$$\hat{\Psi}_c = \arg\max_{\Psi} \int \overline{\log}(\Theta, \hat{\Psi}_1) \overline{\log}(\Theta, \Psi_c) d\Theta \approx \sum_{i=1}^{N} \overline{\log}(\Theta^i, \Psi_c)$$

(24)

The estimate $\hat{\Psi}_c$ is then computed using an iterative gradient algorithm with an initial guess given by the initial calibration. Note that we are only interested in recovering an accurate 3D surface of the object, not its exact position in the 3D world. Hence the parameters $\hat{\Psi}_1$ of the selected reference camera are not important and do not need to be accurate w.r.t. a known origin in the 3D world. What is important is that all other cameras are aligned perfectly with the reference camera.

To maximise overlap between average likelihood functions in this optimisation, while $\overline{\log}(\Theta, \Psi_2)$ is mapped on $\overline{\log}(\Theta, \hat{\Psi}_1)$ to estimate $\hat{\Psi}_2$, then $\overline{\log}(\Theta, \Psi_1)$ is then mapped on $\overline{\log}(\Theta, \hat{\Psi}_2)$ and so on. This process can lead to a propagation of errors on the estimated camera parameters, but these can be reduced by repeating the process with a different reference camera and by calibrating the cameras in reverse order.

3.5. Surface Explore Algorithm

Figure 7 illustrates what is happening when trying to infer the surface of the object: because each portion of the object is not seen equally from all the views recorded by the kinect, the surface of the object is characterised by a ridge of varying height in the density $\overline{\log}(\Theta)$. As a consequence, all initial guesses converge to only four points corresponding to the four highest points on the ridge. Instead we want to find a set of vertices well distributed to define a mesh of the surface of the object. For this, we propose to hop on the surface by adding a prior $p_{\Theta}(\lambda)$, hence making full use of $\hat{\rho}_{\Theta}(\lambda = 0, \Theta)$ (eq. (18)). The approach is explained by the algorithm 1.

The prior is defined such that it depends on the previous point found on the surface $\hat{\Theta}^{(i)}$:

$$p_{\Theta_{\Theta^{(i)}}}(\Theta^{(i+1)}) \propto \exp \left( -\frac{||\Theta^{(i+1)} - \hat{\Theta}^{(i)}|| - r}{2\gamma^2} \right)$$

(25)
**Algorithm 1** Surface Explore

**Require:** Initial guess $\Theta^{(0)}$

Compute $\hat{\Theta}^{(0)} = \arg \max_{\Theta^{(0)}} p_{\lambda}(0|\Theta^{(0)})$

repeat

$\hat{\Theta}^{(n+1)} = \arg \max_{\Theta^{(n+1)}} p_{\lambda}(0|\Theta^{(n+1)}) \times p_{\lambda}(\Theta^{(n+1)}|\Theta^{(n+1)})$

$n \leftarrow n + 1$

until $p_{\lambda}(0|\hat{\Theta}^{(n)}) \leq T$ or $\hat{\Theta}^{(n)}$ has looped back near $\hat{\Theta}^{(0)}$, $0 \leq i < n$.

For simplicity, the resolution $r$ is fixed to sample points at regular interval on the ridge and the scale is fixed by $\gamma = \frac{r}{s}$. The Surface Explore algorithm is constrained to horizontal 2D slices and it defines a sequence of positions $\{\hat{\Theta}^{(n)}\}$ on rings in these 2D slices. The distance between successive horizontal slices controls the resolution along the vertical direction. The Surface Explore algorithm is computed with several initial guesses $\Theta^{(0)}$ (using the point clouds) in each slice as several rings of interest needs to be found (cf. rabbit ears in Fig. 2). If the likelihood drops below a threshold $T$ or the estimate is within the minimum distance $r$ of any of a past estimate $\hat{\Theta}^{(i)}$ excluding the immediately previous point, then the chain is stopped. The process is repeated for multiple slices of the object to achieve a full reconstruction. It is possible to repeat the process again, now using slices in a different orientation to improve surface completeness.

### 3.6. Optimisation and Computations

The cost function $\hat{\text{lik}}(\Theta)$ is a kernel density estimate computed using $(\sum_{c=1}^{C} N_c)$ observations. As more images are collected, the computation at a spatial position $\Theta$ becomes more intensive. In practice, we consider only the kernels with the observations (pixels) in the vicinity of the projection of $\Theta$ in each camera view. This reduces the number of computations needed to evaluate the average likelihood at $\Theta$. Unlike other global optimal formulations for multiple view reconstruction [48], our approach is therefore suitable for merging many depth maps together without being limited by the memory consumption.

Both optimisation algorithms presented in sections 3.4 and 3.5 can be computed efficiently using parallel architecture [2]. This approach allows to recover a set of vertices uniformly distributed on the surface of the object that are less noisy than the original point clouds. Some edges are recovered using the sequence of points extracted with Surface Explore. Standard meshing software are then used to compute the missing edges and get the full mesh.

### 4. Experimental results

In this section we illustrate the different stages of our 3D shape inference system. First depth images are captured using a turning table at regular angular positions in the horizontal plane around the object. The extrinsic camera parameters associated with each camera view is known approximately and section 4.1 shows how these estimates are improved using the approach presented in paragraph 3.4. Then the quality of the reconstruction is assessed against Shape-from-Silhouettes (section 4.2), and its improvement when more depth images are merged together (section 4.3). Finally, the kinect reconstructions are compared with alternative reconstructions in section 4.4.
4.1. **Extrinsic Camera parameters**

Figure 8 shows the camera positions and orientations in the horizontal plane in our setting using the Kinect before and after the camera parameters have been refined. Indeed, our setting uses a homemade turning table and the deviation of the true camera parameters from the original values obtained by calibration is quite important. The axis reports dimension in meters.

![Figure 8: Camera parameter refinement using a Kinect and a turning table. The red cameras show the original position and orientation of the cameras. The blue cameras show the position and orientation after refinement. Note the reference camera at the top.](image)

4.2. **Comparison with Shape from Silhouettes**

Figure 9 illustrates the 3D meshes obtained for several objects that have been captured with the turning table and a Kinect camera. Reconstructions using silhouettes [36] and depth images are shown for comparison. While silhouette images do not provide information about the concavities of the object, depth images allow these concavities to be well recovered. All six captured objects have dimensions of the same order in the real world e.g., the Gnome is $18 \times 15 \times 32$ and the Lighthouse is $18 \times 16 \times 26$ (in centimeters). Some very small details are not recovered (e.g., roof tiles of the lighthouse), but the inferred meshes are far less noisy and more detailed than the original depth scans. Some artefacts occur on the surfaces when the meshing algorithm fails to recover some of the edges between the inferred vertices.

4.3. **Impact of the number of camera views**

Figure 10 shows the objects reconstructed with merging a different number of depth images. Note the selected depth images for computing the reconstructions are at regular interval around $15$. 

---

---
Figure 9: 3D surface reconstruction using 36 camera views evenly distributed in the horizontal plane. From left to right for one view: RGB image, silhouette, depth image, reconstruction using the 36 silhouettes using Ruttle et al modelling [36] and reconstruction with depth images using iM(θ).
the objects in each case. As more depth maps are used, the 3D reconstruction improves steadily. This improvement is even more visible for the Vanish Bottle that has a smooth surface.

4.4. Comparison with ground truths

To assess our approach, we compare our reconstructions from 36 depth images (evenly distributed around the object in the horizontal plane) with ground truths. Using the Stanford Bunny mesh (size 10×13×13 in cm, shown in Fig. 2), we created the 36 depth images with Autodesk 3DS Max (resolution 512×512) from which a reconstruction is computed using our algorithm (cf. Fig. 12, top-left). Our algorithm is performing well apart in two concave areas, between the ears and on the neck, that have not been well captured by the depth images (only few pixels relate with these areas oriented parallel to the horizontal plane). We computed the surface error using the original Stanford Bunny mesh as ground truth (noted \(G_{\text{Mesh}}\)) and the average error is very small (0.5 mm). Four additional synthetic objects were also tested leading to similar results [41].

When dealing with real objects, we created several ground truths using less noisy sensors. Figure 11 presents three 3D reconstructions of the Lighthouse captured using different sensors. The first one has been computed using 40 high resolution colour images using an online tool for inferring the 3D shape (http://www.123dapp.com/catch) and this is used as a ground truth noted \(G_{\text{Colour}}\). The colour images were recorded both in the horizontal plane around the object and using views from above (following instructions on the website). The second reconstruction has been computed from 4 scans captured with a 3D scanner (Minolta Vivid 700 using its utility software in the ‘4 scan mode’ capturing data every 90 degrees rotation in the horizontal plane using a turning table). This ground truth is noted \(G_{\text{4 Scan}}\) - we also consider one single scan as a ground truth (noted \(G_{\text{1 Scan}}\)). The last reconstruction in Figure 11 has been computed with our algorithm from the 36 Kinect depth images and it appears smoother with a few artefacts. For instance, tiles on the roof can not be seen in our reconstruction compared with \(G_{\text{4 Scan}}\) and \(G_{\text{40 Colour}}\). Some errors appear on our reconstruction in areas where little or no data have been captured.

Figure 12 shows the surface errors computed with the ground truths. Using only one scan as ground truth \((G_{\text{1 Scan}})\), the average error on the surface is 1.4 mm for the Lighthouse and 0.8 mm for the Vanish bottle. This compares well with an average error of 1mm reported by Hernandez et al. reconstructing faces with an algorithm outperforming KinectFusion [11]. The 3D scanner records depth images that are not as noisy as the ones recorded with the Kinect sensor, but it is not a perfect recording system either: notice how the blue colour is not well captured on the label of the Vanish Bottle. The Lighthouse has a more complex shape than the Vanish Bottle, and we compare our reconstruction also against \(G_{\text{4 Scan}}\) and \(G_{\text{40 Colour}}\) (Fig. 12). The average errors are respectively 1.7mm (\(R\) Vs \(G_{\text{4 Scan}}\)) and 2.6mm (\(R\) Vs \(G_{\text{40 Colour}}\)). Prior to computing these errors, all ground truths are registered (rotation and translation) to our Kinect reconstruction \(R\), and scaling using measurements on the real world object Lighthouse has also been applied to the ground truth \(G_{\text{Colour}}\) before rigid registration to our Kinect reconstruction \(R\). Note that an average error of 2.5mm has also been measured (for comparison purposes) between the two ground truths \(G_{\text{Scan}}\) and \(G_{\text{Colour}}\).

In general, errors are larger in the areas with very high curvatures compared to flat areas. This limitation could be overcome with adding prior information about the class of object to reconstruct. Our algorithm provides vertices located at regular distances on the surface of the object, and more complex areas would benefit from having locally a higher resolution mesh than flat areas well described with a low resolution mesh.
Figure 10: Objects (cf. Figure 9) reconstructed with 3, 9, 12, and 36 depth images.
5. Conclusion and Future works

We have shown that GR$^2$T can be used to merge depth images captured from multiple views, and to infer 3D shape automatically. Without pre-processing stages (e.g. filtering noise) or prior information about the object in view, we have proposed a robust objective function modelling the uncertainty associated with each observation (pixel location and depth). Inference of the surface can be done using standard gradient ascent algorithms that are suitable for parallel processing, and conversion of depth information into 3D point clouds allows to provide excellent initial guesses for these algorithms. Despite the noise on the depth images, the accuracy of the resulting reconstruction using the Kinect sensor compares reasonably with reconstructions using alternative technologies using less noisy sensors.

The proposed approach infers vertices well distributed on the surface of the object and future
work will focus on also inferring all edges defining the full mesh. This will be done by extending our modelling to include additional information available in the depth images (e.g. pixel neighborhood information in the depth map). Colour information can also be included in the objective function to estimate a coloured surface [39]. As a simple final stage in figure 13, we projected...
each vertex onto the RGB images that have been captured with the depth images and the nearest RGB value is selected to colour the surface. More advanced methods can also be used to map colour information from images onto a 3D mesh [49].

Figure 13: Projecting colour information.
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Appendix A. Polyfit conversion parameters

Optimal values (least squares sense) for equation (22):

\[
\begin{align*}
\alpha_0 &= 1.503339336445056 \\
\alpha_1 &= -8.588638899009191 \times 10^{-3} \\
\alpha_2 &= 2.541111798387088 \times 10^{-5} \\
\alpha_3 &= -3.180037690249980 \times 10^{-8} \\
\alpha_4 &= 1.606516998323764 \times 10^{-11}
\end{align*}
\]  

(A.1)