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1 Introduction

Increasing importance to allow natural interface between humans and computers is shown in the use of Intelligent agents such as Alexa, OkGoogle, as well as embedded chat bots in different customer service websites. In the recent two years, COVID 19 pandemic shook the world in every aspect of it. However, it largely accelerates the process of dialogue generation technology adoption as the need for online communication grows. Conversation automation is booming more than ever and according to a survey from Landbot \(^1\): from 2018 to 2020, the total usage of online chat bots has increased by 67%.

A particular challenge in intelligent agent of chat bots is the problems around natural language understanding and natural language generation. Dialogue systems focus on two broad categories: task-oriented systems where the system is designed to solve a specific problem for users belonging to a concrete domain; open-domain conversations with casual chit-chat. For a long time, dialogue applications are based on simple rule-based rigid agents that can only react to limited instructions and dialogue templates. With the recent advances in deep learning techniques and especially in the field of natural language understanding, they have evolved greatly to become much more sophisticated intelligent systems that can converse across rich topics and generate human-like utterances.

The implementation of intelligent chat bots or dialogue systems is of great importance to both industrial and academic communities. For example, a well-designed conversational agent enables enterprises to offer automatic customer service interaction and responses, and thus significantly reduces human labour resources. For academia, it is appealing yet challenging to build an intelligent agent where the fundamental need is to capture the semantics of the dialogue context and use it for selecting the appropriate response. Such processes involve a series of high-level natural

\(^1\)https://landbot.io/blog/chatbot-statistics-compile
language processing techniques, such as understanding the underlying semantics of user input utterances and generating coherent and relevant responses.

Most existing dialogue data sets like (3, 4, 5, 6, 7) follow a natural bi-turn flow where the speakers communicate iteratively. One example of them is presented in Figure 1.1. Occasionally, in addition to the content of the dialogue, there are contextual resources available such as dialogue act (intention of the utterance like “inform” or “question”), speakers’ personalities or conversation sentiment. These complementary context information could provide essential clues as to what could be a follow-up response. In this project, we aim to explore the potential of this auxiliary information and how to leverage them in the improvement of dialogue systems.

1.1 Motivation

One of the common objectives of dialogue systems is to achieve human-like communication between humans and the dialogue agent. Despite the rapid development of deep learning technologies, human-machine communications are still not comparable to human-human dialogues. One particular reason underlying this gap is that human-human interaction usually involves exchanging not only explicit linguistic information, but also implicit emotional states. The analysis of such
emotional contexts can cover the areas of emotion recognition, understanding, and most importantly in dialogue systems, generation.

In real-life conversations, the ability to read and express specific sentiments and emotions often leads to effective communication. For dialogue systems, such ability is also desirable and can strengthen the communication in a positive direction (8). There is a growing need for dialogue systems to perceive and understand users’ emotions correctly, hence making the generated responses more accurate. In fact, dialogue systems that are able to accurately recognize and convey emotions can communicate with the users at the human level. This feature can further enhance user satisfaction (9) and lead to coherent and longer conversations (10).

These findings motivate us in integrating emotional contexts into open-domain dialogue systems, hoping to increase the level of user engagement and satisfaction.

1.2 Research Questions and Objectives

The overall objective of this research project is to investigate the effectiveness of integrating auxiliary emotional information in dialogue systems. Towards the achievement of this objective, we break the overall goal into several research questions:

RQ1: How can we make the generated response express an assigned emotion? A particular aspect that we care about when building an emotional dialogue system is the ability to express desired emotions. Therefore, we aim to explore the possibility of controlling the dialogue agent with specific emotions.

RQ2: To what extent does integrating emotional responses make an effect on automated metrics? The ability to recognize user emotions also contributes to the process of natural language understanding. For this research question, we will examine whether the integration of emotional contexts improves model performance during automatic evaluation.

RQ3: Does emotional content make the conversation more engaging? In the last research question, we propose to investigate whether the integration of emotional contexts improves overall user experience.
1.3 Research Methodology

Design-based research is a kind of research methodology used by researchers in education. The basic process of Design-based research involves analyzing the theory and requirements of a particular problem and then developing an innovative solution. The innovation is so-called "interventions", to problems. The innovative solutions are rigorously evaluated (against requirements & where applicable end-users) and then implications are assessed. The evaluations and improvements are iterated in a design cycle. The purpose of this research approach is to inspire new theoretical and applicable methods. For example in educational uses of Design-based research, the methodology has been used to inform conceptualizing learning, and instruction (11). Design-based research methodology can improve designs for ICT based programs as well as the understanding of application-specific logic. Researchers first evaluate the designs in authentic settings and collect information about the effects of the design/innovation. Then the researcher(s) can analyze the results of the investigation, reformulates designs/innovations, and finally refactor the theoretical framework that guided the research (see Figure 1.2).

Design-based research characterizes an ongoing process of innovation. There is always multiple research cycle existing in one research project. Therefore, the research process is always stimulated by the intended improvement in the design. Compared with other design methods and simple evaluation in traditional predictive scientific research, design-based research is characterized by the following specific benefits:

- With innovation at the cutting edge of theoretical knowledge.
- Can actively customize the design/re-design procedure within a research cycle.
- Results are continuously analyzed in quantitative and qualitative aspects which allows for the prompt adjustments being adapted to the later implementation.
- The concept of the research design and the theoretical foundations are continuously implemented and revised.

1.4 Contribution

Our main contributions are list as follows:

- We successfully implemented a Transformer-based emotional dialogue system which makes use of emotional tags and previous dialogue history to generate more emotion conveying responses.
- The experimental results show that emotional contexts affect the behaviour of the dialogue system to some extent.
2 Literature Review and state-of-the-art

Dialogue generation is an increasingly important task in the area of NLP and has received considerable critical attention across a significant number of researchers in recent years. In this section we present the techniques that are related to our research objective. We start from an overview of three different types of existing technologies for building dialogue systems. Then, we look at state-of-the-art in emotional dialogue systems. For the training of dialogue systems, we consider a number of dialogue datasets and report their sizes and dimensions. In the end of this section, we investigate evaluation metrics of the dialogue response generation task.

2.1 Dialogue System Architectures

The field of dialogue response generation is considered one of the most challenging tasks in Natural Language Processing (NLP) and has been attracting enormous attention of NLP researchers since the 1960s. With a general goal of producing meaningful and fluent natural language from various dialogue context, the technologies applied in building dialogue systems are constantly evolving.

**Rule-based Systems**  Many of the early successes in the field of Dialogue Response Generation were largely reliant on rule-based systems. ELIZA was developed by Weizenbaum (12) in 1966, which is a conversational program and was created to demonstrate the superficiality of communication between humans and machines. This system enables human-computer conversation by applying pattern matching and substitution methodologies. In 1975, Colby (13) proposed PARRY, this dialogue system implements a rule-based model to simulate the behaviour of a paranoid schizophrenic. It was considered as a much more advanced program than ELIZA.
because it can generate utterances with evident and strong human emotions, a conversation between these two early dialogue systems is presented in Figure 2.1. Where ELIZA tend to generate neutral and general content and keep asking random questions. As a contrast, PARRY converses with strong negative emotions and behave like an aggressive and paranoid person. These earliest attempts are able to generate human-like responses, and rule-based dialogue systems are still widely used in practical applications (14). The main advantages of rule-based dialogue systems is that, the artificial output produced from rule-based approaches is safe and controlled. Because each development process of a rule-based dialogue system is fully under control, thus the system is eventually highly controllable and explainable. This is especially important in building commercial dialogue system, as an unexpectedly hazard speech will potentially sabotage the public image of the enterprise. The incident of “Tay” ¹ (a social dialogue system designed by Microsoft) is a good illustration. Tay was shut down after releasing racist and sexually-charged messages on Twitter.

However, the cost of developing such systems is relatively high, as the performance of the rule-based systems is heavily reliant on manually designed templates and pre-defined rules which require substantial human resources. On the other hand, the learning capacity of rule-based systems are limited, this is mainly due to the rule-based nature of these systems as most of pre-defined templates and rules are only related to addressing task-specific scenarios. In this way, they are unable to be easily adapted/transfered in new tasks and domains. To fill the gaps, statistical methods were introduced as an alternative.

**Statistical Approaches**  Dialogue response generation systems evolved from rule-based approaches to statistical-based approaches in order to reduce the manual effort of using hand written grammar rules and to deal with large corpora.

Langkilde (15) proposes to use statistical approaches in generating natural language. In this work, a corpus based statistical module was used to generate various representations of a sentences. These phrases are then ranked by the combination of context-independent score and context-dependent score. This method as the base for many following research in this field. This method is later improved by Bangalore and Rambow (16) with a tree-based model of syntactic representation along with independently hand-crafted grammar rules. Another work (17) presented a novel ranking algorithm, they proposed to use a log-linear ranking system and show that

¹https://blogs.microsoft.com/blog/2016/03/25/learning-tays-introduction/
ELIZA: Good Evening. Tell me your problems. Please terminate input with a period or a question mark.
PARRY: People get on my nerves sometimes.
ELIZA: I am not sure I understand you fully.
PARRY: You should pay more attention.
ELIZA: Suppose you should pay more attention.
PARRY: You're entitled to your own opinion.
ELIZA: What makes you think I am entitled to my own opinion?
PARRY: It bothers me just to be around people in general.
ELIZA: Please go on.
PARRY: I went to the track at Bay Meadows a while back.
ELIZA: What does that suggest to you?
PARRY: I went to the races.
......
ELIZA: What answer would please you most?
PARRY: It's not a matter or like or dislike.
ELIZA: What else would you like to discuss?
PARRY: I am getting tired of answering the same questions over and over.
ELIZA: What resemblance do you see?
PARRY: Why do you need to know that?
ELIZA: What do you think?
PARRY: I don't understand your motives.
......
PARRY: I have had enough of this.
ELIZA: What does that suggest to you?
PARRY: Goodbye.
ELIZA: It's been my pleasure, that's $399.29 please.

Figure 2.1: A conversation between two rule-based dialogue systems: ELIZA and PARRY.
log-linear ranking obtained better performance than existing systems. Schatzmann et al. (18) proposed a statistical model for word-level human-machine dialogue generation, the method explicitly models the context-dependent confusability of words and allows the system-specific language model and semantic decoder to be incorporated at the same time.

In recent years, deep learning-based methods have gradually taken over statistical-based approaches in order to mitigate the issues faced by statistical language models such as word alignment and phase ordering (19).

**Deep Learning Approaches** Leveraging deep learning approaches in Natural Language Generation (NLG) has achieved state-of-the-art performance across different tasks, including the task of dialogue generation due to the capability of neural networks to learn language representations with different levels of abstraction and granularity (20). The most commonly used neural network is the feed forward neural network or also called multi-layer perceptron (MLP). Bengio et al. (21) demonstrated the ability of feed forward neural networks on various language modeling tasks.

Another type of neural network architecture that is more suited for dealing with sequential data is the Recurrent Neural Network (RNN) architecture, RNNs have the capability to handle long sequences using the knowledge (memory) gained from previous sequence computations. Inspired by the recent achievements in the task of neural machine translation (22, 23, 24), Shang et al. (25) formulated dialogue generation task as a sequence-to-sequence learning (translating) problem and propose to use RNNs to build dialogue system. Following such setting, Vinyals and Le (26) propose to utilize an encoder-decoder architecture in dialogue generation task. A
Figure 2.3: Architecture of a standard Transformer network (1).

general example is illustrated in Figure 2.2: encoder is designed to model the context of the input dialogue which is usually the sequence of speaker’s utterances. A decoder is constructed for target response prediction, this process involves utilizing the contextual encoder states and decoding the target token recursively. With such grounding architecture, various backbone neural structure like Long Short-Term Memory (LSTM) Hochreiter and Schmidhuber (27), Gated Recurrent Unit (GRU) Cho et al. (24).

Recently, the Transformer (1), a novel sequence modelling architecture that relies solely on self-attention mechanism, was proposed in solving language generation task in 2017. The core structure of a standard Transformer architecture is presented in Figure 2.3, follows the encoder-decoder structure but is built entirely on the attention mechanism. Even tough the attention mechanism is applied in the RNN-based models (23, 25) to help the network focus on the appropriate part of input when
decoding tokens. It is argued that this process ignores the internal correlation of a sentence. The Transformer architecture addresses this issue by applying a self-attention mechanism that computes the attention scores of each word pair in the current input sentence, the self-attention score is computed as follows:

$$\text{Attention}(Q, K, V) = \text{Softmax} \left( \frac{QK^T}{\sqrt{d_k}} V \right)$$ (1)

where Q, K, V relates to the concept of query, key and value in the retrieval system. The general attention mechanism (soft attention) aims to find what elements (key) in the source input need to be paid attention to, given the target token (query). The relevance scores (value) between each key-value pair is usually computed through the dot-product operation. Differently, in the self-attention mechanism, the query and key are sourced from the same sequence (mostly the input sequence), and as a result, the self-attention mechanism enables the system to accept input embedding from the previous encoder and weighs their relevance to each other to generate the encoding output. This work also introduced the idea of Positional Encoding to make use of the order of the sequence, this is done by injecting relative or absolute position information into the word embedding.

The Transformer architecture was originally proposed to solve machine translation task, it achieved leading performance on the WMT 2014 English-to-German translation task (1). This architecture has gradually taken the place of RNN architecture in sequence modelling tasks for its outstanding performance in many other NLP tasks including dialogue generation (28).

### 2.2 State-of-the-art in Social Dialogue Systems with Emotion

One determining aspect for successful communication is the ability to express concrete sentiments and emotions in conversations. It is desirable for any dialogue generation systems to process the contextual emotions while generating responses. By the aware of analysing emotions in dialogue contexts and having the ability of producing utterances with correct emotions, dialogue system can provide a better user experience and therefore increase users' satisfactions.

Zhou et al. (29) proposed to generate appropriate conversational responses not only
in content (relevant and grammatical) but also in emotion (emotionally consistent). They models the high-level abstraction of emotion expressions by embedding emotion categories with an external emotion vocabulary, the emotional content is integrated in an GRU based sequence-to-sequence model (23). Their proposed model can regulate the implicit change in emotional state and express the explicit emotional expression by selecting the emotion or generic words from the emotion vocabulary at every decoding time-step. In the work of Sun et al. (30), an emotional conversation generation framework named E-SCBA was proposed that applied an asynchronous approach. In this framework, the emotional words are pre-generated and then introduced into the dialogue response generation module. While this method focus on generating emotional responses, the emotions in input sentences are not analysed. To fully leverage emotional annotations in the dataset, Zhong et al. (31) proposed a novel affective attention mechanism along with the weighted cross-entropy loss for emotional dialogue generation. Their model extends the standard sequence-to-sequence model (23) and adopts emotional annotations to embed each word with affects in both encoding and decoding modules. In addition, their model considers the effect of negators and intensifiers via an affective attention mechanism, this allows the model to emphasize attentions for affect-rich words in input sentences. Asghar et al. (32) proposed an end-to-end neural framework that captures the emotional state of the user for generating emotional responses. In their work, they adopted three ways to incorporate emotional contexts in the neural conversational model, this includes an emotional word embedding method, an emotional-based objective function that augment the standard cross-entropy loss, and a novel beam search method specifically engineered for emotional dialogue generation. They showed in the experiments that, these techniques improve the open-domain conversational systems by enabling them to produce emotionally rich responses that are more interesting and natural.

2.3 Datasets for Training Social dialogue systems

In order to enable the large-scale training required for building deep learning-based dialogue systems, many endeavours have been made in collecting and processing dialogue datasets. In this section, we investigate the existing large-scale open-domain dialogues with a special focus on the datasets with emotional annotations.

Firdaus et al. (2) released Sentiment Emotion aware Multimodal Dialogue (SMED) dataset for the task of sentiment and emotion controlled dialogue generation. The
Figure 2.4: Emotion and Sentiment distribution of SEMD (2) dataset.

<table>
<thead>
<tr>
<th>Name of TV Series</th>
<th>Genre</th>
<th>#Season</th>
<th>#Episodes</th>
<th>#Dialogues</th>
<th>#Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breaking Bad</td>
<td>Drama</td>
<td>5</td>
<td>62</td>
<td>1,659</td>
<td>32,653</td>
</tr>
<tr>
<td>Grey’s Anatomy</td>
<td>Drama</td>
<td>15</td>
<td>351</td>
<td>14,926</td>
<td>295,496</td>
</tr>
<tr>
<td>House of Cards</td>
<td>Drama</td>
<td>6</td>
<td>73</td>
<td>2,851</td>
<td>5,616</td>
</tr>
<tr>
<td>Friends</td>
<td>Comedy</td>
<td>10</td>
<td>236</td>
<td>4,228</td>
<td>82,353</td>
</tr>
<tr>
<td>House M.D.</td>
<td>Drama</td>
<td>8</td>
<td>177</td>
<td>6,476</td>
<td>127,780</td>
</tr>
<tr>
<td>Castle</td>
<td>Drama</td>
<td>8</td>
<td>173</td>
<td>7,401</td>
<td>146,669</td>
</tr>
<tr>
<td>How I met your mother</td>
<td>Comedy</td>
<td>9</td>
<td>208</td>
<td>4,968</td>
<td>97,344</td>
</tr>
<tr>
<td>The Office</td>
<td>Comedy</td>
<td>9</td>
<td>201</td>
<td>4,813</td>
<td>94,470</td>
</tr>
<tr>
<td>Game of Thrones</td>
<td>Drama</td>
<td>8</td>
<td>73</td>
<td>2,263</td>
<td>47,472</td>
</tr>
<tr>
<td>The Big Bang Theory</td>
<td>Comedy</td>
<td>12</td>
<td>279</td>
<td>5,456</td>
<td>86,024</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>90</td>
<td>1,833</td>
<td>55,041</td>
<td>1,066,677</td>
</tr>
</tbody>
</table>

Table 2.1: Statistics of SMED (2) dataset.

SEMD dataset consists of 55k conversations from 10 TV shows having text, audio and video information. This dataset is sourced from 10 famous TV series, consisting of conversations with utterances from multiple speakers, making it a multi-party conversational dataset. In each TV series, all the episodes spanning all seasons were collected. In the end, 1258 episodes (746 hours of video) were collected, the data statistics of every TV show is provided in Table 2.1. After collecting the source data, textual human dialogues are then extracted from these videos. For each episode in the dataset, all the subtitles are transcribed into text, then these speeches are further grouped into individual short conversations based on scene transition. Apart from textual data, video visual signals and audio soundtracks were also extracted and aligned with text by the corresponding video timestamps. They further annotated each utterance with an emotional tag, the emotions are selected based on Ekman’s six universal emotions (Anger, Disgust, Fear, Happiness, Sadness, Surprise), they also labelled the sentiment state of each utterance. The emotion and sentiment
distribution of the entire SMED dataset is presented in Figure 2.4.

Multi-modal Emotion Lines Dataset (MELD) was released in 2019 by Poria et al. (33) and evolved from the Emotion Lines Dataset (ELD) developed by Chen et al. (34). ELD contains dialogues from famous TV-series “Friends”, where each dialogue collects utterances from multiple speakers in the show. ELD was created by crawling the dialogues which were sorted into four groups of utterances respectively based on the amount of the utterances in each dialogue. The MELD was first constructed by extracting the start and end time stamps of all utterances in the ELD. To do this, the subtitles of all the episodes in ‘Friends’ were crawled through, and then extracted from their respective video timestamps. In particular, the following two constraints were enforced:

- Timestamps of all the utterances in a single dialogue should be sorted in an strictly-increasing order.
- All utterances in each dialogue must belong to the same scene in an episode.

These constraints filtered out a few outliers where some dialogues lasts across different scenes or episodes. Next, three annotators were employed to label each utterance. A majority voting was deployed to decide the final label of each utterance. A few utterances where all three annotations turned out to be different were dropped out, and their corresponding dialogues were also removed to maintain coherence. Finally, after clarifying the timestamp of each utterance, the corresponding audiovisual clips were extracted from the episode followed by audio content extractions. And therefore the final dataset includes information of audio, visual, and textual modalities in each utterance. As a result, MELD was characterized as an extension of ELD. MELD contains about 13,000 utterances from over 1,433 dialogues from “Friends”, where each utterance is annotated with emotion labels and sentiment labels.

DailyDialog Li et al. (3) was released in 2017. This data set is formed around daily life conversations with no specific domain orientation. The raw data of this dataset was crawled from various websites which serve for English learner to practice English dialog in daily life. This dataset has three appealing characteristics: first, the language in DailyDialog is all human-written and thus is formal in terms of grammar correctness and fluency; second, the conversations in this dataset are often built around concrete daily life scenarios such as shopping in the market or two students talking about their summer vacation trips; third, the crawled dialogues usually end after reasonable speaker turns where conversations in other dialogue dataset (35) contain more than
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source</th>
<th>Avg. Dialog Length</th>
<th>Total Utterances</th>
<th>Emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>MELD</td>
<td>TV Series</td>
<td>9.6</td>
<td>13K</td>
<td>Yes</td>
</tr>
<tr>
<td>IEMOCAP</td>
<td>Crowdsourced</td>
<td></td>
<td>7K</td>
<td>Yes</td>
</tr>
<tr>
<td>OpenSubtitles</td>
<td>Movies</td>
<td></td>
<td>140M</td>
<td>No</td>
</tr>
<tr>
<td>DailyDialog</td>
<td>Crowdsourced</td>
<td>7.9</td>
<td>13K</td>
<td>Yes</td>
</tr>
<tr>
<td>Empathetic Dialogues</td>
<td>Crowdsourced</td>
<td>4.3</td>
<td>100K</td>
<td>Yes</td>
</tr>
<tr>
<td>DSTC7</td>
<td>Crowdsourced</td>
<td>20</td>
<td>200K</td>
<td>No</td>
</tr>
<tr>
<td>SEMD</td>
<td>TV Series</td>
<td>21.71</td>
<td>1M</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2.2: The statistics of seven dialogue datasets.

100 speaker turns. For the dataset annotations, they considered two aspect: emotion and act. Each utterance in the dataset is manually labelled with an emotional tag based on Ekman’s six universal emotions. In addition, add one category to represent other emotions. Hence, seven emotion categories were included in DailyDialog. Apart from emotional states, communication intention was also manually labelled. This was implemented by labelling each utterance as one of four dialogs act classes: Inform, Questions, Directives and Commissive. An overview of the statistics relating to emotional tags, conversation topics and dialogue acts are presented in Figure 3.1. In total, DailyDialog contains 13,118 conversations, the mean speaker turns in a conversation is 7.9 and there are on average 14.6 words per utterance.

We also investigated other emotional dataset including IEMOCAP (36), OpenSubtitles (35), Empathetic Dialogues (37) and DSTC7 (38), the statistics of these datasets are presented in Table 2.2 for reference.

In this project, we select DailyDialog (3) in the training and experiments of dialogue systems mainly for its diversity and quality.

### 2.4 Evaluation Metrics for dialogue systems

Evaluation of the dialogue system has long been a challenging problem. The main difficulty comes from the fact that the quality of a dialogue response can be highly subjective and it is not possible to find out all the possible references to be compared with the model outputs. One solution is human evaluation, which provides reliable judgements in any desired criteria, however such method is time-consuming, expensive, and not necessarily repeatable Fan and Luo (39). Compared to human evaluation, automatic evaluation methods are more commonly adopted among the researchers. Typically there are two main categories for automatic metrics: learning-based metrics.
and reference based metrics. Learning based metrics often require additionally training and are highly relevant to human judgment. Lowe et al. (40) learn representations of dialogue utterances using LSTM and use the dot-product between generated response and ground truth response in latent space as an evaluation score. This method is effective but requires additional development of the system. Reference-based metrics like BLEU (41), ROUGE (42) and METEOR (43) are widely used in other NLG tasks like Machine Translation and Text Summarization, which calculate the similarity between the generated utterance and the ground truth. These metrics have proved to be very effective in Machine Translation because each source sentence has a ground truth with which to compare. However in human conversations there may be many possible responses according to past dialogues, thus an acceptable response may receive a low score if simply computing reference-based metrics. It is shown in Liu et al. (44) that reference-based metrics are not correlated with human evaluation in the most cases. Some researchers (45, 46, 47) also consider the evaluation process as a retrieval task and propose to use ranking metrics for the evaluation of a dialogue system.

Back to our main objective, while the dialogue context could provide relevant signals for formulating the response, Kumar et al. (48) further prove that the additional information of dialogues can also be leveraged for response generation. In their work, they build embeddings for dialogue acts (DA) and use a separate RNN encoder to learn the DA representations, this representations are then leveraged in response generation process along with the dialogue representation. They show that dialogue acts helps achieve better performance in dialogue generation task main. They conducted a detailed analysis and drew a key insight that the inclusion of DA information induces uniformity and removes ambiguity in dialogue generation.

2.5 Summary

In general, we have reviewed the existing approaches in building dialogue systems, state-of-the-art emotional dialogue integration technologies, popular dialogue datasets and evaluation methods. These pioneer works provide us with clear instructions in both building the pipeline of a dialogue system and understanding the mechanisms behind the state-of-the-art choices.
3 Design

For all experiments, we use DailyDialog (3) in the training and evaluation stages for its high quality emotional annotations and conversations. This dataset is introduced in Section 2.3.

3.1 Non-emotional Dialogue System Design

In order to evaluate the performance of emotional tags, we propose to use non-emotional dialogue system as baseline methods. An initial experiments on DailyDialog dataset has been conducted, which includes two neural architectures: RNN (sequence-to-sequence (23)) and Transformer (1). At this stage, the additional dialogue information such as emotional tags and utterance acts is not included into the model and the results thus serves as baselines.

RNN system design The sequence-to-sequence model is consist of an encoder, that analyzes input dialogue context, and a decoder, that generates output tokens. The whole system works as follows: each token in the textual input is converted into a word embedding (weights are randomly initialized and optimized during training). The encoder converts the sequence of word vectors $X = x_1, x_2, \ldots, x_n$ to hidden

![Figure 3.1: Statistics of DailyDialog (3) dataset.](image)
representations $h = h_1, h_2, \ldots, h_n$, this converting process is defined as:

$$h_t = \text{GRU}(h_{t-1}, x_t)$$

Then, the decoder takes as input a context vector $c_t$ and the embedding of a previously decoded word $e(y_{t-1})$ to update its state $s_t$ using another GRU (24) module:

$$s_t = \text{GRU}(s_{t-1}, [c_t; e(y_{t-1})])$$

where $[c_t; e(y_{t-1})]$ is the concatenation of the two vectors, serving as the input to the GRU cell. The context vector $c_t$ is designed to dynamically attend on key information of the encoders’ output $h_n$ post during decoding (see (22) for soft attention mechanism). When a state vector $s_t$ is computed, the decoder generates a token by sampling from the output probability distribution $o_t$ which is computed as follows:

$$o_t = \text{softmax}(W_{out} \times s_t)$$

where $W_{out}$ is a weight matrix that map the output state $s_t$ from a hidden space to the task vocabulary.

**Transformer system design**  The Transformer network (see Figure 2.3) also follows a standard encoder-decoder architecture, but with self attention operation instead of GRU. In this network, the encoder encodes the input sequence with a multi-head attention module. This encoding process contains two operations, self attention computation and a feed-forward neural network, in each operation, the input will be directed added into the result vector (residual connection) followed by a layer normalization:

$$M_{in} = \text{MultiHead}(X, X, X)$$

$$= \text{LayerNorm}(\text{SelfAttention}(X, X, X) + X)$$

In the decoder, the masked output embedding is decoded based on encoders’ output $M_{in}$ and previous decoded tokens.

$$Y_{mask} = \text{MaskAttention}(Y, Y, Y)$$

$$O = \text{MultiHead}(M_{in}, M_{in}, Y_{mask})$$
The masking operation, combined with fact that the output embeddings are offset by one position, ensures that the predictions for position $i$ can depend only on the known outputs at positions less than $i$. In the decoders’ multi-head attention operation, the memory state $M_{in}$ serves as key and value in the self-attention computation. Finally, the decoder hidden state $O$ is computed in order to generate a output token, this is implemented through an linear layer and softmax function (same as the RNN decoder).

### 3.2 Emotional dialogue system Design

We attempt to embed emotional tags and dialogue acts into the system. For each target response, the correspond categorical emotional tag and dialogue act are combined and converted into a single emotion&act (EA) one-hot vector. Since there are seven different emotions and four types of dialogue acts, the combined EA one-hot vector is 28-dimensional. This one-hot vector is then mapped to a low-dimensional embedding which is denoted as $v_{ea}$. 

![Figure 3.2: Transformer-based dialogue system architecture with dialogue emotions and acts embodied during the decoding stage.](image)
Emotional-RNN  For RNN-based baseline method, we follow Zhou et al. (29) and integrate EA embedding $v_{ea}$ into the neural network as illustrated in Figure 3.3. EA embedding is concatenated with the encoder output:

$$s_t = GRU(s_{t-1}; [c_t; e(y_{t-1}); v_{ea}])$$

this combined contextual dialogue representation $s_t$ is then utilized in decoding process as illustrated above (see Section 3.1).

Emotional-Transformer  We add the EA embedding $v_{ea}$ into the Transformer network as shown in Figure 3.2. This integration is implemented by having another multi-head attention module attending to $v_{ea}$:

$$O_{ea} = MultiHead(v_{ea}, v_{ea}, O)$$
4 Implementation

4.1 Data Pre-processing

We split conversations in the DailyDialog dataset into training, validation, and test sets with 11118, 1000, and 1000 conversations, respectively. We sample the training / test data as follows: we sample one dialogue utterance as a target response (model groundtruth) for each utterance starting from the second one, and use all previous utterances in the same conversation as dialogue context. These contextual utterances are concatenated with a special delimiter token inbetween.

4.2 Implementation Details

Appropriate tools for implementing dialogue framework were carefully inspected and eventually OpenNMT (49) (a neural sequence learning framework) was selected in its Pytorch version, as it is well-accepted by the NLG research community. It also provides a set of open-sourced APIs for various language generation tasks including dialogue generation, that covers data prepossessing, model selection, training configuration and evaluation.

The implementation details are list as follows: the size of the vocabulary is set to 50,000, the dimension of the text embedding is 512. For RNN modules, hidden state size is set to 512; for Transformer modules, the dimension of feed-forward layer is set to 2048, number of heads is 8, dropout rate is 0.2. During the training of both systems, the batch size is 32, number of epochs is 25, optimization method is Adam with $\beta_2 = 0.998$, learning rate is set to 2 (recommended by OpenNMT), Cross-Entropy is used as the learning objective that calculates the loss based on the model output after Softmax layer and target response. For decoding, a beam search algorithm (50) is the choice to generate the target response.
5 Evaluation

As discussed in Section 2.4, Reference-based metrics like BLEU (41), ROUGE (42) and METEOR (43) do not provide fair measurement in evaluating open-domain dialogue systems. Therefore, we follow previous work of designing emotional dialogue system (3, 29) and perform the comparative evaluation against two automatic metrics: perplexity and accuracy. Perplexity is a common metrics in the evaluation of language models which indicates the confidence of the model output, a lower perplexity associate with better performance. This metric is computed as follows:

\[
\text{Perplexity}(X, Y) = \exp\left(\frac{-\sum_{i=1}^{|Y|} \log P(y_i|y_{i-1}, \ldots, y_1, X)}{|Y|}\right)
\]

with X being the source sequence, Y the true target sequence and \(y_i\) the i-th target word. The numerator is the negative log likelihood of the loss function value (cross entropy score).

5.1 Evaluation of Non-emotional Dialog System

5.1.1 Experimental Objectives

In the experiments of non-emotional dialogue systems, we set two experimental objectives:

- To implement basic dialogue systems that can converse with human.
- To compare the performance of two selected structures (RNN and Transformer) in terms of the scores of automatic metrics and the quality of generated content.
Figure 5.1: System generated utterances in the test set, left are the outputs from Transformer model and right are LSTM.

A: *Does your child still believe in Santa Claus?*
B: Yes. She believes everything about him.
A: *How sweet.*
B (RNN): He must be very happy.
B (Trans): When are you going to tell her that Santa Claus doesn't exist?

Figure 5.2: A and B are two speakers, last two lines are the generated responses from Transformer model and LSTM respectively.
<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>38.20</td>
<td>34.07</td>
</tr>
<tr>
<td>Transformer</td>
<td>55.71</td>
<td>47.85</td>
</tr>
</tbody>
</table>

Table 5.1: Table presents the performance of non-emotional dialogue systems.

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN-EA</td>
<td>38.91</td>
<td>34.37</td>
</tr>
<tr>
<td>Transformer-EA</td>
<td>62.25</td>
<td>46.75</td>
</tr>
</tbody>
</table>

Table 5.2: Table presents performance of emotional dialogue systems.

### 5.1.2 Experimental Results & Discussion

The results of two non-emotional implementations are presented in Table 5.1. The results suggest that the transformer architecture outperforms RNN architecture in terms of accuracy, but has worse perplexity score. Human evaluation has also been conducted on a small portion of the dataset. Figure 5.1, showing 29 outputs from the Transformer model and LSTM given the same context. Generally speaking, utterances generated by Transformer module are longer and more informative. This demonstrates the effectiveness of using Transformer as the backbone architecture. One case selected from the test set is presented with complete dialogue history in Figure 5.2. In this case, the RNN output (labeled in green) mistaken the gender of the child mentioned in the previous dialogue by referring the child as “He”. Transformer output, on the contrast, is reasonable and human-like.

### 5.2 Evaluation of Emotional Dialog System

#### 5.2.1 Experimental Objectives

We set two experimental objectives:

- Compare the performance of two dialogue systems embodied with emotional tags and dialogue acts.
- Investigate whether these additional information improves the performance of the proposed system.
Figure 5.3: A and B are two speakers, last two lines are the generated responses from Transformer model with two different pre-configured emotions. Emotional words are circled with red boxes.
5.2.2 Experimental Results & Discussion

The results of emotional dialogue systems are presented in Table 5.1. We observe a similar trend in this table that the Transformer system produces higher accuracy but worse perplexity than RNN system. Based on reported figures, when compare emotional systems with non-emotional versions, there is no performance gain.

Even though the performance over the automatic metrics does not improve after adding emotions into the system, we conduct a manual inspection towards the generated content when set different emotions, and present one case in Figure 5.3, these cases are selected from the test set. From the examples we can see that, both the “Joy” agent and the “Sad” agent produce reasonable responses, and most importantly, they convey the accurate emotions.

5.3 Evaluation of User Engagement

For the evaluation of actual user experiences, we specifically implement a user interface for enabling human-machine interactions. The conversation program is built upon the Transformer-EA model trained on DailyDialog training set. In this program, we allow two conversation mode: human-machine conversation and machine-machine conversation, this means at each conversational turn, user can choose whether to converse with the AI agent by manual input or ask the AI agent to talk to itself. In order to prevent the dialogue context from growing too long, we cap the length of the input dialogue to five utterances, this means only the most recent five turns of the dialogue history will be preserved as the memory of the AI agent. In this section, we will present a few user cases collected during our user engagement experiments. The first user case, shown in Figure 5.4 is around pet topic, user starts the conversation by inputting “I like your dog” and ask the AI agent to talk to itself, we can observe that the whole dialogue is natural and sticking to the original topic. In the second user case, shown in Figure 5.5, we manually set the emotion of the AI agent to “Surprise” and start the conversation by talking about museum and let the AI agent speak. The first few sentences is somehow not very relevant to the museum topic (it mentioned “performance is excellent” and “grow old”). We then try to engage in the conversation by talking to the AI agent in a bi-turn manner. We set the emotion to “Joy” in the following two cases (Figure 5.7 and Figure 5.6). These two conversations behave natural and human-like.
Figure 5.4: A and B are two speakers, “User Input” means the utterance is generated by human and “Transformer” is the AI agent. In this case, user starts the conversation with “I like your dog” and configures the model to extend the topic by talking to itself. The emotion of the AI agent is set to “Joy” in this conversation.

User Input A: I like your dog.
Transformer B: It’s Cindy, you know that. Hey, Cindy, say hello to Maria.
Transformer A: Cindy, you’re so cute...
Transformer B: She is also very naughty. By the way, do you have a dog, Maria?
Transformer A: Yes, cats are always gentle, and they don’t need a lot of space since they’re small.
Transformer B: But I think they’re dull, aren’t they?
Transformer A: Not at all. They’re quiet most of the time. But they can be very bit as affectionate as dogs.
Transformer B: Absolutely. Believe it or not, I found my cat by garbage can around my neighborhood two years ago.
Transformer A: oh, really? so you just took home a stray cat?
Transformer B: yes. It was starving and looking for something to eat when I saw it.

Figure 5.5: User starts the conversation by talking about museum. The emotion of the AI agent is set to “Surprise” in this conversation.

User Input A: I went to a museum yesterday, do you like museum?
Transformer A: Where shall we go now?
Transformer B: I have no idea.
Transformer A: What a pity! The performance is excellent.
Transformer B: It must be dreadful to grow old.
User Input A: Do you know you went crazy?
Transformer B: It sure has no one to turn it on.
User Input A: Ok, I need to shut you down before you say something wired, OK?
Transformer B: No problem. I can do that.
User Input A: Can you shut yourself down?
Transformer B: No, I forgot to do that.
User Input A: You liar.
Transformer B: We cannot expect politics to be true anyway.
User Input A: Goodbye. It’s nice talking to you anyway.
Transformer B: So what happened?
Figure 5.6: User starts the conversation by talking about Santa Claus. The emotion of the AI agent is set to "Joy" in this case.

User Input A: Does your child still believe in Santa Claus?
Transformer B: Yes. She believes everything about him.
User Input A: How sweet.
Transformer B: When are you going to tell her that Santa Claus doesn’t exist?
Transformer A: I’m not going to tell her. She will find out and understand when she grows older.
Transformer B: I just hope so.

Figure 5.7: User starts the conversation by talking about flowers. The emotion of the AI agent is set to "Joy" in this case.

User Input A: Do you like flowers?
Transformer B: Of course, I like flowers.
Transformer A: What’s your favorite flower?
Transformer B: Forsythia. It’s also called winter jasmine which is the symbol of the spring’s arrival.
Transformer A: I admire plum blossoms very much. It seems that only it can blossom in the cold winter.
Transformer B: It is the symbol of laughter at hoar frost and fighting with snow. I admire the bravery of plum blossoms.
Transformer A: Well, it’s snowing. Let’s enjoy the plum blossoms when snowing.
6 Conclusion

As artificial intelligence has advanced hugely in the recent decade, researchers are pursuing technologies with increasing similarities to human intelligence. As a subjective factor, machines that could understand emotion would be more accurate and responsive to human in human-machine interaction. In this dissertation, we propose to improve the performance of the dialogue system by integrating the analysis of dialogue emotions. For addressing this problem, we propose three research questions:

RQ1: How can we make the generated response express an assigned emotion? A particular aspect that we care about when building emotional dialogue system is the ability to express desired emotions. Therefore, we aim to explore the possibility of controlling the dialogue agent with specific emotions.

RQ2: To what extent does integrating emotional responses make an effect on automated metrics? The ability of recognizing user emotions also contributes the process of natural language understanding. For this research question, we will examine whether the integration of emotional contexts improves model performance during automatic evaluation.

RQ3: Does emotional content make the conversation more engaging? In the last research question, we propose to investigate whether the integration of emotional contexts improves overall user experience.

In this chapter, we review these research questions individually and present our findings with respect to addressing each of them. Then, we consider directions for potential impact of the research and possible future works extending and developing beyond the work presented in this dissertation.
6.1 Summary

To begin with, we conducted a comprehensive literature review around the topics of general methods in building dialogue systems, state-of-the-art emotional dialogue integration technologies, popular dialogue datasets and dialogue system evaluation methods. The literature provided us with valuable guidelines in both implementing the pipeline of a dialogue system and understanding the mechanisms behind the state-of-the-art choices. Among the existing dialogue generation approaches, we chose deep learning method for implementing the dialogue systems for its performance in modelling natural language and the generalisation ability. Specifically, we selected RNN and Transformer as two backbone structures in our experiments as they are state-of-the-art choices in the task of dialogue generation. We chose one public dialogue dataset released by Li et al. (3) to train our dialogue models. This dataset covers a wide range of daily life topics and each one of its utterance is manually labelled with a emotional tag and a action tag, which identifies with our initial motivation of investigating emotional dialogue systems.

After reviewing the works and resources relevant to our research goal, we conducted experiments using two selected neural architectures with and without the integration of additional contextual information. For both architectures, we converted the emotional tag and dialogue intention (act) tag into a latent space and integrated this embedding (we use concatenation operation for RNN, multi-head attention for Transformer) during the decoding phase. This configuration allowed us to freely control the emotion of the dialogue system therefore answering the first research question (RQ1).

The performance of non-emotional systems and emotional systems were compared by two automatic metrics, however, in response to the second research question (RQ2), we did not observe a performance gain after integration of emotional information.

To answer the last research question (RQ3), we explored the ability of emotional dialogue system to affect user experience by exploring the generated conversations. We noted that in some case the model can express the desired emotions and hence makes the conversation more human-like and engaging. However, in further human-machine experiments, we observed that the model performed well when setting it as “Joy” mode but did not converse normally when the
emotion was set to “Surprise”. Although a more comprehensive evaluation is required to evaluate the ability to conveying the correct emotion of the dialogue system, the underlying reason behind this situation could be the bias in the dataset as over 70% of the dialogue are labelled as “Joy”.

In summary, we explored all three research questions in this dissertation, we noticed that even though the performance was not improved by looking at the automatic metrics, the behaviour of the dialogue system will change according to the configured emotions.

6.2 The potential impact of the research

We noted that dialogue systems that are able to accurately recognize and convey emotions can communicate with the users in a more engaging manner and further enhance user satisfaction. Therefore, we argue that the research work completed in this dissertation could be potentially instantiated for industrial purposes.

One problem of deploying emotional dialogue system to real human users is that, even though the dialogue system can express a certain emotion, it still lack the ability of perceiving explicit user emotions. A possible direction for addressing automatic detection of user emotions can be implemented by combining the emotional dialogue system and facial recognition tools. Existing facial recognition technologies can provide fairly accurate emotional signals by analysing user facial expressions, these emotional information can be further analysed in the corresponding dialogue system for a better perception of user attitudes.

6.3 Future work

According to our experimental results, the performance of two automatic metrics did not improve after the integration of emotional inputs, we believe that there are still room for improving this performance by exploring different neural architecture and integration strategies.

Another interesting direction is to evaluate the quality of generated conversations by focusing on emotional accuracy, which means to measure whether the artificial utterance conveys the configured emotion correctly. For this evaluation dimension, some work in the filed of sentiment analysis or emotion classification may be
helpful.
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