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The objective of this thesis, is to explore ways of efficiently distributing calculation of code quality metrics. A thorough study is made in this thesis, to determine whether or not it is possible to distribute calculation of source code complexity metrics and, if possible whether that solution holds against code repositories of all sizes and to explore the best way to distribute out the processing to many nodes.

The report here outlines the theory about software metrics, their purpose and classification, with particular emphasis on the metrics that is used in the study and later for experimentation.

This thesis ends with an in-depth analysis and evaluation of the results, gathered through the running of the chosen complexity metric on different designed solution to the problem of distributing the processing to many machines.
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Chapter 1

Introduction

In this chapter we will discuss briefly about software quality metrics and why they are so important in the present context. Then we will introduce the research questions and objectives. And finally we will outline the structure of this dissertation.

1.1 Background

IEEE Standard Glossary of Software Engineering Terms define software quality metric as ”a quantitative measure of the degree to which a system, component, or process processes a given attribute” [1]. In other words metrics are techniques or formulas that measure some specific properties or characteristics of a software.

One of the most critical issue faced in software engineering is the modularization of source code, so that the modules are easily maintainable. Hence quantitative representations for the modularization of software systems, in the form of mathematical techniques are needed, so that the resulting modules that are hard to test or maintain can be easily identified. ”You can’t manage what you can’t measure” - DeMarco famously said once [10] [4].
Software metrics can also be used for:

- Estimating the cost and schedule of future projects.
- Evaluating the productivity impacts of new tools and techniques.
- Determining, predicting and improving software quality over time.
- Assisting in quality control and productivity.
- Assessing the quality of technical products.
- Anticipating and reducing future maintenance cost.

1.2 Motivation

Currently a lot of frameworks are available for calculating source code quality metrics, such as total number of duplicated lines, unit tests coverage, lines of code, security ratings, frequency of comments, etc on platforms like Sonarqube [21], but the process of calculation of these metrics are either confined to a single machine, or the process of calculation of the metrics having to be done from scratch each time any new changes comes in. So for code repositories that very huge, tens of thousands of lines of code, the calculation of these metrics are a very time consuming affair, with all the tasks having to be carried out all over again.

1.3 Research Questions

The research questions that this dissertation aims to answer are:

- Amongst all the code quality metrics available today, which would be the most suitable one for efficiently distributing to a number of machines.
• Is there a way to hold intermediate results from past calculations of a particular metrics, so that the whole calculation doesn’t have to be repeated all over again from scratch.

• Which design strategy would be the most suitable for calculating the chosen metric in a distributed environment.

1.4 Research Objectives

Based on the research questions mentioned above, following are the objectives of this dissertation:

• Study the software quality metrics currently available and find the most suitable one for the experiment.

• Design solutions on how to best utilize the resources of a distributed computing infrastructure.

• Implement the different design approaches.

• Evaluate results of the implementations and see how the different solutions fair in comparison to the other.

• Provide evidence of the best design strategy to use for the metric in question.

1.5 Dissertation Outline

The dissertation is organized as follows:

• Chapter 1 - An introduction to the research and outlines the motivation, research questions and objectives of this dissertation.

• Chapter 2 - Introduces the different code quality metrics that are available and a brief introduction to each one of them, with their advantages and drawbacks.
• Chapter 3 - Provides a detailed study on the chosen metric.

• Chapter 4 - Introduces the different design approaches used for building the application.

• Chapter 5 - Provides the implementation detail of the application.

• Chapter 6 - Provides an evaluation of the results derived from the experiments.

• Chapter 7 - Provides future scope of the project and conclusion.
Chapter 2

Software Metric

A software metric, is a standard of measure of a degree to which a software system or process processes some property. Even if a metric is not a measurement (metrics are functions, while measurements are the numbers obtained by the application of metrics), often the two terms are used synonymously. Since quantitative measurements are essential in all sciences, there is a continuous effort by computer science practitioners and theoreticians to bring similar approaches to software development. The goal is obtaining objective, reproducible and quantifiable measurements, which may have numerous valuable applications in schedule and budget planning, cost estimation, quality assurance testing, software debugging, software performance optimization, and optimal personnel task assignments [23].

Software metric provides a quantitative measure of how good a piece of software is, in relation to the effort needed on the part of humans to make that software work. The whole premise behind software metric is that, before anything can be measured, it needs to be converted into numbers. Software metrics have been found to be very useful in areas, such as improving the performance of software, to software planning. Human interaction is extremely important as software alone cannot perform on its own and software metrics is a way of providing a measure for the software a person is using [29].
2.1 Usage of Software Metrics

Out of all the entities of a software that can be measured, software metrics can be applied to different stages in the software development life cycle. In the beginning phases of a project, metrics can be used for estimating the cost and requirement of different resources. Then when the design phase begins, metrics can be used for measuring the software size and function points. For example, one of the most basic metric for measurement of software size, is the lines of code. Further down the line, different metrics from design structure can be used to help in the testing of the software. Also analyzing the source code can help improve the cost of maintenance.

With the help of software metrics, a developer can find areas of the code base that are performing poorly by running the different metrics on it, and can make the necessary changes based on the results from running the metrics.

2.2 Classes of Software Metrics and Attributes

Software metrics can be grouped into different classes depending on which measure was taken during which phase. They are broadly grouped into:

1. Process metrics - measure of software related activities.

2. Product metrics - measures artifacts, deliverables and documents resulting from processes.

3. Resource metrics - measure software resources.

In each class of entity, we distinguish between internal and external attributes:
• Internal attributes of a product, process or resource are those that can be measured purely in terms of the product, process or resource itself. In other words, an internal attribute can be measured by examining the product, process or resource on its own, separate from its behavior. [12]

• External attributes of a product, process or resources are those that can be measured only with respect to how the product, process or resource relates to its environment. Here, the behavior of the process, product or resource is important, rather than the entity itself. [12]

2.2.1 Process Metrics

Process metrics are those metrics that relate to the measurement of software process attributes. They are measured to inform on the cost, time span, usefulness and efficiency of the software development activities. Some of the measures that are included are effort estimation, quality of the process, estimating the duration and assessment of the cost of the development process. These metrics can be studied at any stage of the software development process depending on the desired measures.

Source Line of Code (SLOC) metrics, which can be used to get an approximation of the effort needed to develop a code base, is a good example of process metrics.

2.2.2 Product Metrics

Product delivered to the customers does not only include product deliverable but also it includes other artifacts such as prototypes and documentation.

All of the process outputs can be measured in terms of quality, size. In other words these metrics measure both of the product’s internal as well as external attributes.
External attributes

External product attributes depend on product behavior and environment that influence the measurement. Examples include attributes such as: integrity, usability, testability, reusability, operability, portability, efficiency. [12]

Internal attributes

Internal attributes includes size of the software, complexity, the level of testability, bugs and correctness.

2.2.3 Resource Metrics

Resource metrics pertain more to the managers of the projects like estimating the number of developers needed, number of computers or other physical resources. Measuring these metrics help managers understand and control the process better.

2.3 Software Code Metrics

Software code metrics are those metrics that are countable directly from the source code. Most of the code metrics that we know of today fall into this category of code metrics.

Code metrics is a set of software measures that provide developers better insight into the code they are developing. By taking advantage of code metrics, developers can understand which types and/or methods should be reworked or more thoroughly tested. Development teams can identify potential risks, understand the current state of a project, and track progress during software development [34].

Software code metrics can be divided into the following sub-categories based on the different measures that are performed on the code [2]:

- Quantitative metrics
- Metrics for program flow control complexity
• Metrics for data control flow complexity
• Metrics for control flow and data flow complexity
• Object-oriented metrics
• Safety metrics
• Hybrid metrics

2.3.1 Quantitative Metrics

The metrics that fall under this category are those that measures the quantitative character-
istics of the code. Attribute such as the total number of functions, the total size of the
program, total number of comments, total number of operands fall into this category.
Some examples of this metrics are - ABC metrics, Source Lines of Code(SLOC), Hanstead
metrics. [2]

2.3.2 Metrics for Program Flow Complexity

Metrics for program flow measures the control structure or the flow graph to find the com-
plexity of the program. Quantitative metrics totally overlook the control flow structure
of the program, but using the program flow complexity measure helps guide the number
of test cases required for the program.

Thomas McCabes’s, cyclomatic complexity was the first metrics in this category and
has been till date one of the most commonly used metrics [28]. Some other metrics
that fall into this category are Hansen’s method, Chen topological measure, Woodward’s
measure, Boundary value etc. [2]

2.3.3 Metrics for Data Control Flow Complexity

By analyzing the program’s data control flow this metric can be calculated. The way
for calculating this metric is by inspecting the different modules for variables declared in
them, and how information flow between those modules [32].

2.3.4 Metrics for Control Flow and Data Flow Complexity

This class of metrics use both the quantitative and program and data flow methods for measuring complexity. Examples of this category of metrics are: Module cohesion, Test M-measure etc.

2.3.5 Object-Oriented Metrics

Most of the metrics for software quality measure were introduced way before object oriented programming was introduced. So in order to effectively measure code written in the relatively new object oriented languages, object-oriented metrics were introduced. Some of the commonly used metrics in this categories are Chidamber and Kamerer’s metric.

2.3.6 Safety Metrics

This class of metrics measure the quantity of error detected during code review or during testing. Examples of this class of metrics include errors per thousand code lines.

2.3.7 Hybrid Metrics

As the name suggests, this metrics are a combination of a number of different metrics and there is a weighting policy in place depending on the context in which the metrics is to be used. Examples in this category are :- Cocol’s metris, Zolnovskiy etc. [2]

2.4 Finding a Suitable Metric

The aim of this dissertation is to find ways of efficiently distributing the calculation of source code quality metrics. For that purpose, before we can being our experiments, we
need to look into a number of metrics, to find out which one would be the best fit for our experimental setting.

So in this section we would be examining in detail, some of the well know metrics. We will not be looking into safety metrics, as they don’t fit into our theme of research. For the other metrics, we would be looking into the advantages and disadvantages of each of them.

2.5 **Source Lines of Code (SLOC)**

Source Lines of Code, also known as Lines of Code, is one of the oldest, most widely used and simplest software metric that is used to measure the size of a computer program, by counting the number of lines, in the text of the program’s source code. It is typically used to predict the amount of effort that will be required to develop a program. [36]

It is represented as:

- **KLOC**: Thousand Lines of Code
- **MLOC**: Million Lines of Code
- **GLOC**: Billion Lines of Code

Effective Lines of Code (ELOC), estimates effective lines of code excluding parenthesis, blanks and comments. Once LOC is calculated, we can measure the following attributes [26]:

- Productivity = LOC/Person months
- Quality = Defects/LOC
- Cost = Dollars/LOC

Some recommendations for LOC [26]:

1. File length should be 4 to 400 program lines.
2. Function length should be 4 to 40 program lines. At least 30 percent and at most 75 percent of a file should be comments.

2.5.1 Advantages

- Since Lines of Code is a physical entity, there is scope for automating the counting process by developing utilities for calculating the LOC in a program.
- SLOC serve as an intuitive metrics since it can be seen and the effect of it can be visualized.

2.5.2 Disadvantages

1. This metric lacks accountability, in that the productivity of the project can’t be measured using only results from the coding phase.

2. Difference in syntactic structure between two programming languages means that, even if both implement the same functionality, the LOC may widely differ between the two programs, depending on their syntax and style.

3. LOC is also dependent on the experience of the developer. An experience developer can get a functionality done in far fewer lines, than a novice programmer, even through both of them are using the same language and implementing the same functionality.

4. There is no defined standard on what a line of code means - like whether we should include comments in the count or whether code that spans multiple lines, be counted as single line. It’s hard to draw the line, with new languages introduced very often.

5. Another issue, with LOC is that it is not very useful to compare hand written code and auto-generated code.
2.5.3 Takeaways

The disadvantages of SLOC, seems to have out-weighted the advantages gained from this metric. Even through there are undeniable drawbacks to using this metric, still when combined with other metrics it can prove to be quite useful and insightful. If a certain function is huge compared to the average length of the functions in the program, it can serve as an indication, that particular function may need re-factoring.

As for the suitability of LOC, in this dissertation, it is quite trivial to calculate. So SLOC is not considered to be one of those metrics, that fall into the bucket of suitable metrics for efficient distribution.

2.6 Chidamber and Kemerer Object-Oriented Metrics Suite

A Metric Suite for Object Oriented Design, was introduced by Chidamber and Kemerer in 1994 focusing on metrics specifically for object-oriented code [6]. The metric suite proposed by Chidamber and Kemerer is one of the most well known suite of object-oriented metrics. The suite consists of the following six metric:

- Weighted Methods per Class(WMC)
- Depth of Inheritance Tree(DIT)
- Coupling between Object Classes(CBO)
- Number of Children(NOC)
- Response for a class(RFC)
- Lack of Cohesion in Methods(LCOM)
2.6.1 Weighted Methods per Class

WMC is the complexity measure of an individual class. The higher the number of member functions, the more complex that particular class becomes. Also, another side effect of having large number of methods in a class is the higher possibility of impact on the children, since the children will inherit the methods of the class.

\[ WMC = \sum_{i=1}^{n} c_i \]

where \( c_1, \ldots, c_n \) is the complexity of the methods.\(^1\)

2.6.2 Depth of Inheritance Tree

DIT is a measure of the depth of a class within the inheritance hierarchy, starting from the root all the way down to the lowest child node. The theoretical basis is the measure of how many ancestor classes can potentially affect a class.

A class which is deeper in the class hierarchy, will inherit more methods and hence its behavior is likely to be more complex. Applications can be either top heavy, meaning there are a lot of classes near the root of the tree, or bottom heavy, where there are too many classes near the bottom of the hierarchy.

Deeper trees constitute greater design complexity, as there are comparatively more classes and methods involved. Also a deeper class has more potential of reuse of the inherited methods compared to a class higher in the hierarchy. [6]

2.6.3 Coupling Between Object Classes

Coupling is a measure of the interdependence of two objects. For example, if methods of object A calls methods of object B, then objects A and B are said to be coupled.

\(^1\)It has been left to the developer to decide which complexity measure he/she would like to use.
Some of the key ideas behind CBO are [6] :

- The stronger the coupling between the modules, the harder it is to understand and hence maintain the modules.
- When coupling is high, more testing is required to achieve satisfactory reliability level.
- So, all the above points suggest that low coupling is desirable.

### 2.6.4 Number of Children

NOC is the number of immediate sub-classes for each class in the class hierarchy. The theoretical basis of this metric, is the measure of how many sub-classes are going to inherit the methods of the parent class. It indicates the breadth of the class.

Some of the key ideas behind NOC are :

- Greater number of children implies greater reuse, since inheritance is a form of reuse.
- If a class has a large number of children, it may require more testing for the methods of the class.
- If a class has a lot of children, then there is a greater likelihood of improper abstraction of the parent class.

### 2.6.5 Response for a Class

RFC is equivalent to the Response Set, RS for a class. RS of a class is a set of methods that can be executed in response to a message received by an object of that class. As it involved calling methods from outside the class, it is also an indication of the communication taking place between the two classes.

Some of the key ideas behind RFC are [6] :

- If a single message can trigger the calling of a large number of methods, it becomes harder to test and debug the class.
- If a lot of methods can be invoked from a class, the complexity is higher of the class.
2.6.6 Lack of Cohesion in Methods

Cohesion is a measure of the closeness of the operations in a class. It indicates how closely are the local instance variables related to the local methods in a class.

Two different ways of measuring cohesion are:

- Calculate the percentage of methods that use each of the data fields. Lower percentage means greater cohesion of data methods in the class.

- The similarity of methods can be derived from the attributes that they operate on.

Some of the key ideas behind LCOM are [6]:

- Higher cohesion means the class has been properly subdivided.

- Low cohesion increases complexity, which leads to an increase in error during development process.

- Lack of cohesion implies that the class should probably be split into sub-classes.

2.6.7 Summary of OO Metrics

The table below provides a summary of OO metrics that have been discussed so far, and whether a low or high value is more suitable for each of the metrics for good quality of code.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Desirable Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted Methods Per Class</td>
<td>Lower</td>
</tr>
<tr>
<td>Depth of Inheritance Tree</td>
<td>Lower</td>
</tr>
<tr>
<td>Coupling Between Object</td>
<td>Lower</td>
</tr>
<tr>
<td>Number of Children</td>
<td>Lower</td>
</tr>
<tr>
<td>Response for a Class</td>
<td>Lower</td>
</tr>
<tr>
<td>Lack of Cohesion in Methods</td>
<td>Lower</td>
</tr>
<tr>
<td>Number of Classes</td>
<td>Higher</td>
</tr>
<tr>
<td>Lines of Code</td>
<td>Lower</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the metrics
2.6.8 Disadvantages

- Internal metrics alone can’t provide very detailed insight into software quality unless there is proof that they are related to external metrics.

- The validity of some of the metrics suggested by Chidamber and Kemerer, can’t be totally verified [7].

- Most of the observations in Chidamber and Kemerer are empirical in nature, meaning those are based solely on observation rather than a theoretical backing. [11].

2.6.9 Takeaways

Most of the metrics of the OO suite consists of calculating the interdependence between different classes. As our motive is to distribute out the processing, the dependence of one entity on the other, would make the distribution very hard.

2.7 ABC Metric

ABC metric provides a measure of software size. This metric was introduced to address the shortcoming of SLOC metric, by Jerry Fitzpatrick.

Most of the imperative languages use data storage(variables) to perform useful work. Such languages have only three fundamental operations: storage, test(conditions), and branching [15].

- (A)Assignment - an explicit transfer of data into a variable.

- (B)Branch - an explicit forward program branch out of scope.

- (C)Condition - a logical/ boolean test.

A fundamental operation is denoted by each of the component, and it is usually written as an ordered triplet of integers. For example, an ABC value of $<5,4,6>$ would mean that the program has 7 assignment count, 4 branching count and 6 condition count.
A single ABC size value can be obtained by finding the magnitude of the ABC vector using the following formula [15]:

\[ |ABC| = \sqrt{(A \times A) + (B \times B) + (C \times C')} \]

The value calculated for ABC metric for a single method is the best when it’s less than or equal 10. It is still considered good when the value is less than 20, but once it crosses 21, it indicates that the program needs refactoring. It is unacceptable to have a program with value more than 61.

2.7.1 Advantages

1. ABC metric is not very hard to compute.

2. The vector form for the metric retain more information than the scalar value calculated by the equation.

3. The developers style of programming doesn’t affect the value derived from this metric.

2.7.2 Disadvantages

1. This metric is not a true reflection of the actual size of the program but it only shows the working size.

2. This metric has not gained widespread use for measurement of program sizes.

2.7.3 Takeaways

Similar to our previous metrics, SLOC, ABC metric is quite trivial and would not be a good fit for the purposes of our dissertation.
2.8 Halstead Measures of Complexity

This suite of metrics were introduced by Maurice Halstead in 1977 and is also known as Halstead software science or as Halstead metrics [5].

The idea behind this metric, is that a particular metric should be independent of their execution on a specific platform but should be dependent on the implementation or expression of the algorithms. The computation of the metrics is therefore done statically from the code. [20]

Halstead metrics are based on the following indices:

- n1 - distinct number of operators in the program.
- n2 - distinct number of operands in the program.
- N1 - total number of operators in a program.
- N2 - total number of operands in a program

```c
void sort ( int *a, int n ) {
    int i, j, t;
    if ( n < 2 ) return;
    for ( i=0 ; i < n-1 ; i++ ) {
        for ( j=i+1 ; j < n ; j++ ) {
            if ( a[i] > a[j] ) {
                t = a[i];
                a[i] = a[j];
                a[j] = t;
            }
        }
    }
}

V = 80 \log_2(24) \approx 392
```

Figure 2.1: Example of calculation of Halstead Metric
Based on these notions of operators and operands, Halstead defines a number of attributes of software [30]:

### 2.8.1 Program Vocabulary

It is the count of the number of unique operators and the number of unique operands.

\[ n = n_1 + n_2 \]

where

- \( n_1 \) = the number of distinct operators in the program,
- \( n_2 \) = the number of distinct operands in the program,

and

\( n \) = the total number of distinct tokens or vocabulary of the program.

### 2.8.2 Program Length

It is the count of total number of operators and total number of operands.

\[ N = N_1 + N_2 \]

where

- \( N_1 \) = total number of operators in the program,
- \( N_2 \) = total number of operands in the program

and

\( N \) = program length or size of the program.
2.8.3 Program Volume

It is another measure of program size, defined by:

\[ V = N \times \log_2(n) \]

where

- \( N \) = program length, calculated from Halstead formula for program length,
- \( n \) = program vocabulary, calculated from the formula of Halstead formula for program length, and
- \( V \) = volume of the program.

2.8.4 Difficulty Level

This metric is proportional to the number of distinct operators\( (n_1) \) in the program and also depends on the total number of operands\( (N_2) \) and the number of distinct operands \( (n_2) \). It is denoted as:

\[ D = \left( \frac{n_1}{2} \times \frac{N_2}{n_2} \right) \]

2.8.5 Program Level

It is the inverse of the level of difficulty. Also a low level program is more prone to errors than a high-level program

\[ L = \frac{1}{D} \]
2.8.6 Programmming Effort

Halstead metrics can be used as a model of software development process. The effort required to develop a software is given by the equation :

\[ E = \frac{V}{L} \]

2.8.7 Development time

The development time can be obtained from the formula :

\[ T = \frac{E}{S} \]

where

\( E \) is the total effort and \( S \) is the Stround number \(^2\). Value of \( S \) is usually taken as 18 for calculating these metrics.

2.8.8 Advantage

- Halstead is simple to calculate, it doesn’t require complex analysis of program structure
- A big advantage is that, it can be used to measure the overall quality of programs.

2.8.9 Disadvantage

- It becomes difficult to distinguish between operators and operands in the model used by Halstead.
- The analogy between complexity increase and volume increase is vague in that the metrics does not specify which values makes the program complex.

\(^2\)Stround number: Is a number ranging from 5 to 20, which is the number of distinct things a human brain can perform at a time.
• The Halstead metrics is not very helpful in measuring the structure of the program or the interactions between the modules.

• Stround’s number used by Halstead, which was an assumption maybe incorrect [27].

2.8.10 Takeaways

Halstead’s suite of software metrics provide quite an array of metrics for calculating different facets of a program. Halstead metrics can be used with other quantitative metrics such as SLOC, for calculating program complexity.

2.9 Selection of Metrics

As can be seen from the discussion above, a large number of code quality metrics are there, with each one serving different purposes. The selection of a particular metric, will depend upon who the user is and what is his/her requirement. Metric selection may be controlled by the user type/requirement. If the users are developers, they would mostly need metrics that would help them in refactoring complex code components, help in developing test cases, help in analyzing the quality of code etc. For managers the emphasis would be on measuring maintainability, portability, quality etc.

But none of the code quality metrics explained in this chapter, satisfy the research objectives we defined in the beginning of the dissertation. Hence we wouldn’t be using any of the metrics defined in this section. Although, we were not able to select an acceptable metrics for our problem, we did learn about the properties of code metrics, that we would like in our acceptable metric to have. In the next chapter, we would dive deeper into the metric, that is an appropriate fit to our problem space.
Chapter 3

McCabe Cyclomatic Complexity

As the name of the chapter suggest, we have chosen McCabe’s cyclomatic complexity, as the key metric for the purpose of our dissertation. We will do an in-depth study of the properties of the metric, together with why it would be a suitable metric for the problem area we are trying to address in this thesis.

Complexity in general is defined as ”the degree to which a system or component has a design implementation that is difficult to understand and verify”. Complexity metric is used to predict critical information about reliability and maintainability of software systems [33].

Thomas J. McCabe, in 1976 put forward cyclomatic complexity, which has been one of the most widely used metrics till date. This metric is independent of language as well as language format and is a quantitative metric used for indicating the complexity of the program using Control Flow Graph(CFG) of the program. In other words, it measures the number of linearly independent paths through the program’s source code.

McCabe also stated that, the complexity of a program is independent of physical size, that is adding and subtracting functional statements leaves the complexity unchanged and the complexity depends on the decision structure of a program [28].

The control flow graph of a program consists of nodes, which correspond to commands in the program and the directed edges connecting two nodes, if the command corresponding to the second node is executed immediately after the command that the first node corresponds to. There is a wide range of application of cyclomatic complexity starting from functions, classes,
all the way up to module and project level.

Cyclomatic complexity can also give an idea about the number of test cases that needs to
be written for a program. Alternatively, the cyclomatic complexity of a program is equal to the
number of test cases.

### 3.1 Definition

Cyclomatic complexity is the number of linearly independent paths within a program. If a
program does not contain any decision points (conditionals), then the complexity of the program
would be 1, since there is just a single control path through the program. For example if the
code has a single IF statement, the complexity of the program would be 2, since there would be
two distinct paths through the program, one when the expression in the IF clause evaluates to
true and another one when it is FALSE.

Therefore, the cyclomatic number $V(G)$ of a graph $G$, is defined as [28]:

$$v(G) = e - n + 2p$$

where

- $v(G)$ is the cyclomatic complexity of any graph $G$.
- $e$ is the number of edges of the graph of a program.
- $n$ is the number of vertices/nodes of the graph.
- $p$ is the number of connected components\(^1\) of the graph.

The above formula maybe thought of as calculating the number of linearly independent

\(^1\)A directed graph is called strongly connected if there is a path in each direction between each pair
of vertices of the graph

\(^2\)Linearly independent cycles are those that do not contain other cycles within themselves
Let us look at some examples to see how cyclomatic complexity can be calculated from graphs.

Example #1:

![Control flow graph for a simple program](image)

Figure 3.1: Control flow graph for a simple program

In the graph above, red denotes the starting point and blue is the end point. It has 9 edges, 8 nodes and there is one connected component. So the cyclomatic complexity for the program is:

\[ v(G) = e - n + 2p = 9 - 8 + 2 \times 1 = 3 \]
Example #2:

Figure 3.2: Control flow graph of the main function on the left

The C program on the left maps to the Control Flow Graph on the right. The CFG has 7 edges, 7 nodes and 1 connected component. So the cyclomatic complexity of the program would be:

\[ v(G) = e - n + 2P = 7 - 7 + 2*1 = 2 \]

3.1.1 Properties

Some of the properties that cyclomatic complexity number holds are:

1. \( v(G) \) is always greater than or equal to one. In other words the minimum value of cyclomatic complexity is 1 and can’t be negative as there is always a single flow through the graph.

2. Another way to interpret CC, is that it denotes the maximum number of linearly independent paths in a graph \( G \).

3. If there is any deletion or insertion of functional statements in a graph \( G \), it doesn’t affect the value of \( V(G) \).
4. There is only one path in the graph if $v(G) = 1$.

5. If there is an insertion of a new extra edge into the graph, the cyclomatic complexity, $V(G)$ increases by one compared to the previous value.

6. The cyclomatic complexity depends just on the decision structure of the graph, $G$ not on any other things.

### 3.2 Categories of Cyclomatic Complexity

The values derived from the measure of cyclomatic complexity can be used to imply the relationship between the complexity of the code base and complexity value.

<table>
<thead>
<tr>
<th>Cyclomatic Complexity</th>
<th>Code Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>Simple and easy to understand programs.</td>
</tr>
<tr>
<td>11-20</td>
<td>More complex, risk is moderate. Testing becomes difficult due to the large number of branches.</td>
</tr>
<tr>
<td>21-50</td>
<td>Complex, high risk. Testing can be difficult and requires a lot of effort.</td>
</tr>
<tr>
<td>50+</td>
<td>Untestable, very high risk, unmaintainable code.</td>
</tr>
</tbody>
</table>

Table 3.1: Ranges of cyclomatic complexity

### 3.3 Cyclomatic Complexity Variations

Next let us look at some variations to cyclomatic complexity, and how we can generalize it a bit more.

#### 3.3.1 Connected Components Variation

In McCabe’s cyclomatic complexity formula, $p$ denotes the number of connected components. In all the Control Flow Graphs that we have encountered until now, there is a single entry
point and a single exit point, with all the nodes reachable from the entry point and the exit node reachable from all the other nodes. However there maybe situations when there is a main program with many subroutines being called from the main program. A main program M, with two sub programs A and B, together with their Control Flow Graphs is shown below.

![Control Flow Graphs](image)

Figure 3.3: Multiple components in a single program

So the graph above consists of 3 connected components. Since p is 3, the cyclomatic complexity of the program with 13 vertices and 13 edges can be calculated to be:

\[ v(C) = e - v + 2p = 13 - 13 + 2 \times 3 = 6 \]

So for programs containing multiple hierarchical subroutines, the method described above can be used to compute the complexity.

If you look closer at the value calculated above, it would become evident that, the result would be exactly the same if we were to calculate the complexity measure on each of the components separately and add them together to derive the final result. Hence the formula
can be rewritten as:

\[ v(C') = e - n + 2p = \sum_{1}^{k} e_i - \sum_{1}^{k} n_i + 2k \]

\[ = \sum_{i}^{k} (e_i - n_i + 2) = \sum_{i}^{k} v(C'_i) \]

where,

- \( e_i \) = number of edges in the \( i^{th} \) component
- \( n_i \) = the number of nodes in the \( i^{th} \) component.
- \( C_i \) = is the complexity of the \( i^{th} \) component.

So the complexity over a collection of control graphs, can be defined as a summation of the complexity of the individual components.

### 3.3.2 Variation with Regards to Program Syntax

The formula that we have seen until now, by taking the connected components of a graph into consideration, can become cumbersome for the programmer sometimes, when the graph becomes very large, or the hierarchy tree get huge. In order to solve the issues associated with those two cases, two simplifications are possible with regards to:

- Number of predicates
- Number of regions
Number of Predicates

Mills in his paper [31], proves that in a structured program\(^3\), if the number of functions is represented as \(\theta\), the number of predicates as \(\pi\) and the number of nodes as \(\gamma\), then the number of edges, \(e\) would be:

\[
e = 1 + \theta + 3\pi
\]

Also the number of nodes can be represented as:

\[
n = \theta + 2\pi + 2
\]

Assuming that the value of \(p\) is 1 and substituting the values above in \(v = e - n + 2\), we get

\[
v = (1 + \theta + 3\pi) - (\theta + 2\pi + 2) + 2
\]

\[
= \pi + 1
\]

So, it can be shown that the cyclomatic complexity of a program, which is structured, is equal to the number of predicates in the program plus one.

---

\(^3\)Structured programming is a programming paradigm aimed at improving the clarity, quality, and development time of a computer program by making extensive use of subroutines, block structures, for and while loops in contrast to using simple tests and jumps such as the goto statement which could lead to "spaghetti code" which is difficult both to follow and to maintain [24].
In the graph below, the cyclomatic complexity is computed to be 8, as there 7 branching points.

![Graph with cyclomatic complexity 8]

Figure 3.4: Complexity calculation from the number of branching statements

The above corollary works only if there is just a single predicate in the expression of the form IF C1 THEN C2. If there are multiple predicates, then it should be counted as contributing two to the cyclomatic complexity measure.

For example a compound predicate of the form IF C1 AND C2 in machine level instructions would be interpreted as IF C1 THEN IF C2 THEN. Hence for multiples conditional, the number increases in proportion to the number of predicates.

**Number of Regions**

The next simplification to the cyclomatic complexity calculation comes in the form of observing the control graph for number of regions and it makes use of Euler’s Formula [22]. Euler’s Formula
states that if a graph G has e edges, n vertices and r regions, then

\[ n - e + r = 2 \]

Just by rearranging the term in the above equation, we get \( r = e - n + 2 \). If we compare it to the formula for CC, we can conclude that the number of regions in a planer graph is in fact equivalent to the CC of that graph.

Figure 3.5: Cyclomatic complexity calculation by observing the number of regions

3.4 Reasons for choosing Cyclomatic Complexity

As we have learnt from the discussions in this chapter, the calculation of cyclomatic complexity doesn’t have any dependence on any other entities except for the contents in a file. Hence it would be easy to distribute out the processing to several nodes since the processing is isolated to just a single file. So there would not be any complex distribution to take care of while distributing the files. Also, the actual implementation of cyclomatic complexity is not very computationally intensive. It does involve a bit of work, but it is not very hard on the CPU.

Although cyclomatic complexity has a lot of advantages, it has some disadvantages associated with it as well. Some of it are listed in the next section.
3.4.1 Limitations of Cyclomatic Complexity

Some of the drawbacks associated with measuring code complexity solely on the basis of cyclomatic complexity are:

- It focuses exclusively on control flow as the only source of complexity within a function.
- A expert programmer who has spent a lot of time reading code knows that complexity comes from more than just control flow in the program.
- The cyclomatic complexity number does not properly account for the different numbers of acyclic paths through a linear function as opposed to an exponential one.
- Cyclomatic complexity treats control flow mechanism the same way. But according to Nejmez[35], some structure are inherently harder to use and properly understand.
- Cyclomatic complexity doesn’t account for the level of nesting within a function. For example, three sequential if statements are considered the same as three nested if statements, although for a programmer three nested ifs are much harder to understand and hence should be considered more complex.

3.5 Summary

In this chapter we introduced McCabe’s cyclomatic complexity, a very widely used and popular code quality metric. We discussed the many variants for calculating cyclomatic complexity and its advantages and disadvantages.
Chapter 4

Design

In this section we will be taking a look at the design of the different underlying systems used for analyzing code repositories for calculating cyclomatic complexity. But before we begin the section on the design of our system, in the next few sections, we would provide an overview of some of the technologies that have been used in the design of the system, so that when we encounter them later in the chapter, it would be easier to understand the terms and design pattern decisions.

4.1 Overview of MapReduce

MapReduce is a programming model for processing huge volumes of data. Traditionally, most of the systems that were built followed the shared everything architecture whereby, all of the computer resources like CPU, memory etc were shared between many client programs. The problem with this approach was that, even through issues with the system could be immediately isolated, it suffered from the drawback that everything was centralized. So if any computationally intensive task had to be done, all the data would have to be moved where the actual processing was located. This would most often choke the network bandwidth and hence didn’t prove to be a very feasible solution as the volume of data got bigger.

Some of the drawbacks of the shared everything architecture are:

- If there is a need for scaling, then the only way out is to scale up, that is put more
resources—processing power, memory, hard disk into a single computer.

- All the processors share the same memory address space.

- Sharing of the same system bus among all the processors, may result in the choking of the bandwidth for memory access.

- Because all of the processes are accessing the same data, complex synchronization is required between the processes, for data integrity and durability.

![Shared everything architecture](image)

Figure 4.1: Shared everything architecture

- The programming model can get quite complex because of all the complicated synchronization required to keep the data valid.

- Data exchange also need synchronization.
• Since everything is bundled into a single box, failure can be quite expensive. Failures of a
single component can have possible ramifications on the whole system, and can bring the
system down.

• Since terabytes of data can’t possibly be stored in a single computer, data needs to be
stored in Storage Area Network(SANs).

• Data needs to be moved across the network from the SAN to the processor nodes, when
any processing needs to be done.

• This model doesn’t scale for large volumes of data.[38]

MapReduce is a distributed, scalable and fault tolerant system, which follows the shared
nothing architecture. Here all the processing entities are physically separate from each other,
and data need not to moved around in the network. Instead the processing is moved to the node
containing the data. It has made it possible to process terabytes of data, without crippling the
network infrastructure.

The core idea behind MapReduce, which was first introduced at Google by Jeff Dean [9], is
all the processing takes place on data represented as key-value pairs. The computation is done
mostly in two phases, although the second phase is optional :

• Map phase : It involves taking in key-value pairs and outputting intermediate key-value
pairs.

• Reduce phase : The reduce phase takes as input the intermediate key-value pairs produced
by the map phase, performs some aggregation and produces results also in the form of
key value pairs.
Some of the benefits that this model of data processing brings to the table are:

- It follows the shared nothing architecture meaning that data is local and doesn’t have to move across the network.
- There is no requirement for complex synchronization among the nodes in this model.
- The framework has been built with keeping failure in mind. Redundancy has inherently been built into the system, with the capability of storing multiple copies of data.
- There exists no single data storage point of failure since, the processing has been distributed out to all the nodes in the system, and even if a single node fails, it does not hamper the working of the other nodes in the system.
- The data is sharded(partitioned) among the nodes of the system.

### 4.1.1 MapReduce Architecture

As the name suggests, jobs in map-reduce are primarily composed of two steps - the map side and the reduce side. The high level view of a work-flow looks something like this:
4.1.2 Map Side Task

Whenever a job is executed the following steps occur on the mapper side of the job:

1. The map side fires off a number of mappers in parallel, across all the nodes that contains the data on which the job is to be run.

2. Each mapper, then acts on the data in a block and splits each block into individual lines of text whenever the newline character (\n) is encountered.

3. Inside each mapper program, there is a map function, which then takes each line as input in the form of key-value pairs.

4. The map function then produces the result also in the form of key-value pairs.

There maybe cases when duplicate key-value pairs are emitted from the map side, as we will soon see in an example, but that is perfectly fine. Once all the mappers are finished with their jobs, the key-value pairs are sorted according to their key and are passed on to the reducers.
4.1.3 Reduce Side Task

Once the map side of the MapReduce job is done with all the processing, the reduce side of the job starts. By default there is just one reduce task, but the configuration file can be changed to accommodate any number of reducers as required.

After the sorting phase, in the mapper, there is another step called the shuffle phase where, the sorted data are applied to a Partitioner, which is basically a hash function of sort. The Partitioner would take the hash of the key and the number of reducers to determine which reducer the key should be forwarded to. Also, since the hash of a particular key will always be the same, it guarantees that all the key-value pairs that have the same key, will always be forwarded to the same reducer.

After a reducer gets the key-value pairs that were forwarded to it by the mapper, the reducers all sort their keys so that a single loop will parse all the values of a single key, before moving to the next key. The reduce phase will run the logic defined in the reduce task on each key-value pairs and then the final result is produced. Alternatively, it can be said that the reducer transforms all the key-value pairs that share a common key, into a single key value pair.

Below we show the most basic MapReduce program, that counts the frequency of occurrences of words in a document.

Figure 4.4: The overall MapReduce word count process
4.1.4 Distributed File System

Hadoop Distributed File System (HDFS) is a file system designed for storing very large files with streaming data access patterns, running on clusters of commodity hardware [37]. It has been built around the idea that the most efficient data processing pattern is a write-once, read-many-times pattern and has been built for sequential access instead of random access. It has been built to store modest number of large files.

A disk has a block size, which is the minimum amount of data that it can read or write. File systems for single disk build on this by dealing with data in blocks, which are an integral multiple of the disk block size. HDFS, too has the concept of block, but it is a much larger unit - by default it is set to 64 MB. But unlike a file system on a single disk, a file in HDFS that is smaller than the block size does not occupy a full block’s worth of underlying storage.

In MapReduce by making the block size large enough, the time to transfer the data from the disk can be made to be significantly larger than the time to seek to the start of the block [3]. The default value is 64MB, but the block size can be increased to accommodate blocks of sizes in the multiples of 64, example 128MB. Some of the benefit of having this block abstraction are:

- A file can be larger than any single disk in the network. So there is no requirement for the blocks from a file to be stored on the same disk space, so they can take advantage of any number of disks in the cluster.

- Blocks fit well for providing fault tolerance and availability. Each block is replicated to a small number of physically separate machines, so if a block becomes unavailable, a copy can be read from another location in a way that is transparent to the client.

4.1.5 Namenode and Datanode

MapReduce model follows the master-slave paradigm, where the master is in charge of all the other nodes in the cluster [37]. In HDFS terminology, the master node is called the **namenode** and the workers are called **datanodes**. The namenode manages the file system namespace. It maintains the filesystem tree and the metadata for all the files and directories in the tree.
The datanodes are also where all the data blocks are stored. The namenode maintains the information about the datanode on which the blocks relating to a particular file are stored, so that the information can be quickly serviced to the querying client.

The datanodes are the workhorses of the file system. They store and retrieve blocks when they are told to by clients and namenode and they send occasional heart beat messages to the namenode, notifying that they are still running.

One drawback of this architecture is that, the namenode serves as a single point of failure. If the namenode goes down, all the information related to the cluster is lost and none of the worker nodes would be reachable. In order to deal with possible namenode failures, there is an option for keeping a secondary namenode running on standby at all times. The secondary namenode maintains an exact replica of the information that is stored in the primary namenode, although there exists a lag between the two namenodes and they are never perfectly in sync.

Figure 4.5: The topology of a MapReduce cluster
4.2 Overview of Git

For processing online code repositories, we will be using Github, for pulling in codebases of different sizes and codes written in different languages. Hence in this section we will drill a little bit into the internal structure of Git, how it maintains all the metadata about the code. The purpose of this discussion is to give an overview of the Git, as most of them would be used while performing the experiments.

Git [17] is a distributed version control system, meaning it is used in the management of changes to documents, computer programs or other information. The changes that are made are usually identified by a revision number assigned to them. Unlike classical client-server versioning system, in Git every directory on a computer, is a self contained repository. The computer need not be connected to any central server for accessing the information related to that repository.

The purpose of Git is to manage a project, as changes are made to it over time. The Git repository is stored in the same directory as the project in a sub directory with the .git extension. There can only be one .git directory in the root directory of the project. There is no central repository and the repository is stored in files alongside the project. In Git all the information is stored in data structures called a repository [18], which contains the following :-

- A set of commit objects, which in turn contains.
  - A set of files, that reflect the state of the project at a given point.
  - References to parent commits objects.
  - A SHA\(^1\) name, that uniquely identifies the commit object.

- A set of references to commit object, called head.

\(^1\)SHA stands for Secure Hash Algorithm
The figure above gives an illustration of how a git repository would look like with three commits made to it. Here (A), (B) and (C) are the first, second and third commits made to the repository. Since each commit has an unique SHA1 ID associated with it, we can refer to it using the SHA1 id. Throughout the project we would be making extensive use of these git fundamentals for carrying out most of the experimentation with different code bases.

### 4.3 Overview of REST architecture

The Representational State Transfer (REST) style is an abstraction of the architectural elements within a distributed hypermedia system [14]. It is an architectural style where different sets of coordinated components are present, and the components talk to each other over the network only through data exchange, without any of the components having to know about the internal implementation of the other components it is interacting with. This form of design implementation introduces scalability, simplicity and reliability into the system. Systems that conform to the constraints of REST are called RESTFul systems.

REST operates over HTTP[13], which is a request-response protocol. Since REST is implemented over HTTP, many of the design patterns that REST follows, comes from HTTP. Broadly speaking, there is a client, which is a browser most of the time, and there is a web server listening for connections, and for valid requests, it sends back a response.

All resources that are available to be invoked, must be uniquely identified using Uniform Resource Identifiers. Resources also share a uniform interface for transferring the state between
the client and server consisting of a constrained set of well defined operations, a constrained set of content type and a protocol that is stateless, cacheable and layered.

The main characteristics that identify a REST-style architecture are:

- The different states and functionalities of the system are distributed among resources that are dispersed.
- There is support for HTTP commands like GET, PUT, POST and DELETE.

### 4.4 Basic Architecture of the System

The system that we are going to introduce next, is used in the calculation of cyclomatic complexity of code repositories. The source of data for our system is Github [19], which is a web based hosting service for git repositories and supports all the functionalities supported by git and builds some more on top of those. At a very high level, our systems consists of components that pull data from remote Github repositories, performs necessary computations of data and spits out the results derived from the computation.
As seen in the picture above, the repositories that are fetched from Github may be written in any high level language, for which the system has been designed to handle. The languages that have support built into the system are Java, PHP, C++, JavaScript, Python and Shell Scripts. After the repositories have been fetched, they are analyzed using different processing engines that are part of the analyser module and after that the results are displayed.

The analyzer module consist of different processing engines, that form the heart of the system and the engines are implemented using the technologies that have been introduced at the beginning of the chapter.

Lets now dive deeper into the different designs of the processing engines that form part of the Analyser module.
4.5 Design 1 : Baseline System

For the baseline design of our system, we have created a single machine application that pulls data from Github repositories and calculates cyclomatic complexity for the files in the code base. This is a single threaded, non-concurrent design, that is used and most of the existing systems that are built to calculate cyclomatic complexity are of this design pattern. We have selected this design, as we would be needing a reference system against which we have to compare how good or bad our other solutions are.

4.6 Design 2 : Distributed Solution, RESTFul

For the next design to our problem, we have created a distributed systems design based on the RESTful architecture pattern.

![Distributed solution implementation using OpenNebula](image.png)

Figure 4.8: Distributed solution implementation using OpenNebula
As seen in the diagram above, we have set up a three machine cluster on OpenNebula[25]. Of the three nodes, one node acts as the master and the other two machines work as slaves. Since the system is built to handle REST request, any client on the network can invoke the services of the system. The client sends a request to the master node, with the URL of the Github repository, for which he/she wants to calculate the cyclomatic complexity for. The master node parses the request sent by the client, extracts the Github URL from the message, and passes on the URL to one of the worker machines. Once the worker machine receives a request from the master, it takes the URL and fetches directories associated with the remote repo. It then performs the necessary computation on the downloaded code base, creates the result file and sends it back to the master. The master then forwards the same result to the client, who make the request in the first place.

The decision as to which worker node would be selected is done by the master node based on the work load already allocated to the two worker nodes. The master maintains two queues, one queue is for the requests that comes in and another queue for the work that has been allocated to the workers. So while deciding which worker node to forward the client request to, the master checks the worker queue to see which was the last worker that it had sent the request to. The master sends the request to the other worker, provided the last job that was issued to that worker had been completed. If the last job had not been completed yet, the master en-queues the job into the job queue and waits for the workers to finish the tasks given to them.

The reason for deciding to allocate the processing of a particular repository to one machine instead of distributing out the processing to several machines, is because in open source world, most of the source code, except of open source Linux distributions, which are millions of lines of code, are not greater than a few hundred thousand lines of code. With CPUs being able to perform more than billion instructions per second, and with each computer containing multiple cores, the processing of hundred thousand lines of code would take a very short duration. And if we introduce multiple threading into the picture, its going to bring the running time further down. The problem is not the processing of a single code repository, but the processing of multiple code repositories at the same time, where master doesn’t have to wait, for the workers to finish the processing for a single repository. Instead, now the master node is able to assign
the processing to repository to either of the two nodes.

4.6.1 Optimization to the Distributed Solution

In this part, we provide an introduction to some of the optimization techniques that have been included in the design of the distributed solution.

Firstly, code repositories are always constantly changing with the addition, deletion and modification to files in the code base. And it is no different for code hosted on Github. What it entails is that with every change that is made to the repo, there might be a corresponding change to cyclomatic complexity of the file.

But changes made to one file is just confined to that particular file, other files in the repository are not affected. But while cloning repositories from Github for a second time, all the files that are associated with a repository gets pulled down, not just the ones that got changed since the last cloning.

This is a huge overhead, in that the cyclomatic complexity would have to be re-calculated for the entire project all over again, and if the repository is millions of lines of code, its going to be painfully slow to calculate the metrics again. So can we do better?

The solution to this problem, is a two pronged approach. The first approach is associated with storing intermediate results. As mentioned at the beginning of the chapter, all the commits in git are uniquely identified by a SHA1 value. So the idea here is to, incur the cost of calculating cyclomatic complexity for the entire project just once - the very first time the project is run and and all subsequent runs are executed only for the files, that have been changed since the last commit ID of the repo.

The second optimization comes in the form of spawning multiple threads for the calculation of cyclomatic complexity. This solution banks on the concurrency provided by the underlying hardware of the machine, to speed up the processing of the files. For each of the files, a separate thread handles the processing.

More details on the implementation of the two optimization techniques will be provided in the next chapter, where the implementation part is explained.
4.7 Design 3 : Distributed Solution using Hadoop MapReduce

In the previous section, we talked about how we implemented the distributed solution using a master-slave REST approach. In that solution, the handling of the distribution of the files to the worker nodes, is done by the master based on the work load of the worker nodes.

In this part, we will look into a different approach, which is Apache’s Hadoop MapReduce [16] (version 2.7.). As discussed in the beginning of the chapter, Hadoop operates under the namenode and the datanode model. So for this part, in the same three node OpenNebula cluster that we had used previously, we installed Hadoop, to do the processing for us. The difference from the previous implementations is that, Hadoop automatically does the distribution of the files to the data nodes without any specific instructions from the user. However it is not built for supporting interactive applications, so there wouldn’t be any REST APIs for invoking the operations on the cluster.

As we can see from the figure above, this approach is quite different from our previous
approach, in that, at a time both of the nodes are involved the computation of cyclomatic complexity for a particular Github project, thus making use of the extra resources that is available to us in both the worker machines. Once the dataNodes are done with the calculation of the complexity, they send the results back to the nameNode, which the user can then view.

4.8 Summary

In this chapter we started with a high level detail about the various technologies that we were going to use in our implementation. Then we discussed the different design strategies that we will be using for solving the problem, starting with the baseline single machine solution, all the way upto Hadoop MapReduce solution.
Chapter 5

Implementation

In the last chapter we outlined the design for our application. In this chapter we will be delving deeper into the implementation detail of the designs previously discussed. We will present the technologies used, together with the completed application that have been developed for experimenting with the topic of the dissertation. Finally we will discuss how the implementation satisfies the research objectives we had set out in the first chapter.

5.1 Technologies used

Our application was implemented in the Java programming language. The reason for choosing Java is, it is very feature rich, mature language with cross platform compatibility and looks native on all platforms, be it Windows or Linux. It is type safe, with very good exception handling capabilities, which is very necessary for a distributed application, otherwise it becomes very hard to debug without proper exception handling. There are a lot of free tools available, starting with excellent IDEs like Eclipse, Netbeans, to very mature web servers - Apache Tomcat and application server like JBoss, Glassfish. Also there is built in support for HTML, SQL, JSON, XML etc and other third party libraries are freely available, for almost any utility that we need.

We will also be using the JGit[8] third party library in Java the implements the core Git version control system. There were other libraries for interacting with Github, but JGit proved to be the most mature and well documented library that has a large user base and provides a
lot of the core git functionalities.

Next, as described in the distributed model in the previous chapter, we are using a RESTful architecture for our application, so we would be needing a web server to deploy our applications to. For that we would be using Apache Tomcat. The reason we decided to go with Tomcat is because it is incredibly lightweight. It has very low memory footprint compared to its peers and is relatively quick to redeploy and start. It is open source and that provides higher flexibility to it that we can tweak the internals to suit our needs. It is extremely secure and it provides a high level of security.

For document exchange, in our design model, we would be using JavaScript Object Notation (JSON), as it is very flexible, compact and easy to use. The message size is very small and allows for convenient serialization and de-serialization of data, which is very useful in a web application that deals with information exchange between the machines in the cluster.

Lastly, we used Hadoop MapReduce, as another implementation strategy for experimenting with our idea. The reason being, MapReduce distribute the data and computation, and since the computation is local to the data, there is very low network overload. All the individual tasks that are part of the job, are independent of one another, so if one fails, the other jobs are not affected. The programming model used is very simple, with the user just having to write the map and reduce tasks, rest all the other aspects are handled internally by the framework.

For implementing our different models, we are using the school of Computer Science and Statistic's cloud platform Opennebula. There we have set up three Linux machines with the following configurations - Debian Wheezy - 64 bit CPU, 4 GB RAM, with 8 GB of storage space.

## 5.2 REST Implementation

As mentioned earlier, we have a REST server that listens for incoming requests from clients. After deploying the REST server code on Apache Tomcat, the listener method looks something like shown in the next page.
As we can see from the snapshot of the code above, there is a listener service deployed on the following URL:

\(<\text{IP Address of the Server}: \text{PortNumber}\)/\text{getComplexityCount}\)

In our case, Tomcat has been started on port 8080 and the IP address of the machine is 10.62.0.3. So the URL of the server through which the service can be accessed is:

\(\text{http://10.62.0.3:8080/getComplexityCount}\)

The JSON file that is sent along with the request would be of the following form.

```
{
"GithubURL" : "https://github.com/arsduo/koala.git",
"Rerun" : "false"
}
```

Listing 1: JSON request format
In the example, we are passing the URL of the Koala repository on Github, and specifying that it is the first run on that particular code base. In this way any valid Github URL can be passed in the JSON file.

After the URL is passed to the worker nodes, those nodes then pull the source code from Github, and measures cyclomatic complexity for each of the files in the project and the returned result to the client is also a JSON file, where several information pertaining to that particular project like total commits made to that repo, total running time, last commit id etc are sent back to the client machine.

```json
{"ProjectURL":"https://github.com/arsduo/koala.git",
"Commiter":"Dan <dan@facebook.com>",
"Total project commit ":"995",
"FileInfo": [
{"FileName ":"discover.rb","#Commits":1,"Complexity":1},
{"FileName ":"batch_operation.rb","#Commits":4,"Complexity":24},
{"FileName ":"graph_api.rb","#Commits":47,"Complexity":127},
{"FileName ":"graph_batch_api.rb","#Commits":13,"Complexity":25},
{"FileName ":"graph_collection.rb","#Commits":11,"Complexity":30},
{"FileName ":"rest_api.rb","#Commits":7,"Complexity":13},
{"FileName ":"api.rb","#Commits":30,"Complexity":45},
{"FileName ":"errors.rb","#Commits":8,"Complexity":17},
{"FileName ":"multipart_request.rb","#Commits":2,"Complexity":12},
{"FileName ":"response.rb","#Commits":1,"Complexity":3}],
"Start time ":"2016-08-22T17:45:26.669",
"TotalRunTime": "20.977",
"LocalProjectDir ":"koala567249034433596029",
"Last commit id ":" fdf7949363086a3504568137db7f1ae609f28dc9",
"End time ":"2016-08-22T17:45:47.646"}
```

Listing 2: Result returned back to the client

Above we have shown an example of a truncated version of a JSON reply that is sent back to the client.

As can be seen from the JSON file above, each run of cyclomatic complexity on a repository stores the last commit id and the local directory name under which the files of the repository are stored. So the next time the client sends in a request, with the URL of the same repository, the program would pick up the last commit id from the stored JSON file, find all files that have
changed since the last commit and run complexity metric only on those changed files, which is a huge saving in terms of processing.

### 5.3 MapReduce Implementation

Any processing done on a file in MapReduce is done in key-value pairs, so for our map class we will extend from the Mapper class, which would look something like: `Mapper <LongWritable, Text, Text, IntWritable>`. So for all the input files, we will treat their line number as key, which would be mapped to LongWritable and all the text corresponding to a particular line number would be treated as value and that would map to Text in the Mapper class. The data type of the output of the mapper class is Text and IntWritable, where Text would be the name of the file and IntWritable would be the cyclomatic complexity corresponding to that file.

Similarly for the reduce class, we would extend from the Reducer class, which would be: `Reducer<Text, IntWritable, Text, IntWritable>`. The input to the reducer would be the output from the mapper; it would just iterate over all the values that are sent by the output of the map task, and produce the output as a unique value for each of key, in our case, it would the cyclomatic complexity of that particular file. And the reduce task would do that for all the files that are part of the repository.

The result of the MapReduce program is written back to HDFS. It can be accessed by navigating to the directory containing the results. The output of a job would look something like this - the location of a file in HDFS followed by the cyclomatic complexity of that file.
Figure 5.2: Format of the output in HDFS

For retrieving information related to the MapReduce job, Hadoop provides a Web Interface service, which by default runs on port 19888, and can be viewed any web browser. There are separate information starting from information about the MapReduce job as a whole, to information about each map jobs and each reduce job down to the minutest detail.

As can be seen from the figure in the next page, it would give us a high level overview about the average time it takes for map task, shuffle, sort and reduce task for the whole job and the total number of map and reduce jobs that were spawned in the duration of the execution of the MapReduce program.
Figure 5.3: High level detail about a MapReduce job.

Figure 5.4: Details about individual map task
Again Figure 5.4, shows information about each of the map jobs that were run, but with details at a much more granular level, like the time it took to complete each map task, the part of the file, that a particular map task handled and likewise. Each of the map tasks are numbered starting at 0 and can go on to indicate the total number of map task in the program.

Similarly the above figure shows the detail of the reduce task for a MapReduce job that was shown before. As can be seen from the figure, there was just one reduce task for the program in the example and like the map tasks, its contains information about the run time for that particular reduce task and a log file where more details about the reduce task can be found.

5.4 Implementation Summary

In this chapter we have outlined the technologies that we have chosen and why we chose to go with those said technologies. We introduced Java, Tomcat, MapReduce, Jgit to name a few.

Next we explained the implementation of the RESTful web service that listens for connections from clients, and once it gets a request, it passes it on to the worker nodes for the necessary computation to be done. We touched upon the format of the JSON request and response messages that are handled by our application.
We also described the MapReduce implementation version of our program, where we showed how the data type of the Mapper and Reducer classes were chosen and also how the end results about a completed MapReduce job can be retrieved from the Hadoop service running on port 19888. We are satisfied that both the implemented versions of our application, satisfy the requirement that we had set out in our previous chapter. Next we will be evaluating the results gathered from performing experiments on different data sets.
Chapter 6

Evaluation

In the last chapter we discussed the different implementation strategies used for the various design solutions to our problem. In this chapter we will be evaluating the results derived from the running of our implemented solutions on open source code repositories on Github. The links to the repositories used for experimentation purposes, are listed in Appendix 2. Next we will discuss if we have any issues with the data that was collected and provide explanation for any anomaly that we might have encountered in the result data set.

6.1 Comparison between the Baseline and Distributed Model

For this experiment, we executed both the baseline and distributed implementation of cyclomatic complexity on the code repositories that we had mentioned at the beginning of the chapter. For the baseline solution, we didn’t have any additional third party library for interacting with Github and cloning the repositories locally. So for running the experiments, we cloned the repositories manually and then passed on the processing to the baseline implementation.

While for the distributed mode, everything was taken care of by the application, from cloning to checking the git system variables for changed files. The results that we gathered, were the time it took each of the implementation to run, starting from the time the first file was passed in for processing, up to the time the last file in the repository was processed.
The figure above shows the comparison between the baseline and distributed model runtime. As can be seen from the graphs, the distributed multi-threaded model almost always get the calculation of cyclomatic complexity done sooner than the baseline implementation except when the size of the projects are relatively small. For small sized projects the baseline solution seems to perform better than the distributed model. The reason for that being, since in the distributed model, even though the computation can be done faster, there is a need for synchronization among the threads that are performing the calculation. So for projects with small number of files, even through the files are processed in parallel, there is an extra overhead for synchronization between the threads. In the baseline solution, there is just a single thread of execution, and there is no need for synchronization in that model. Hence even if the processing might be a bit slower, but in the end the model not involving distribution works better for projects with small number of files.
So we can conclude that for small projects with very few files in it, the baseline solution performs better, while for all other scenarios the distributed implementation is the preferred model.

6.2 Comparison between First Run and Subsequent Runs

As explained in the objectives of the research, once we run calculation of cyclomatic complexity baseline implementation on a project, the next time any changes are made to the project, we have to run cyclomatic complexity all over again from scratch. This is a very cumbersome problem and a huge pain point, so we tried to address it in the distributed implementation.

![Comparison between the first and second runs in a distributed model](image)

Figure 6.2: Comparison between the first and second runs in a distributed model
The blue graph represents the first run of the distributed version of CC on the project and the red graph the second run on the same project with additional commits than the first run. As explained in the implementation chapter, we hold intermediate data from the first run on a repository and use that information for subsequent runs. As we ran our experiments within a duration of a few days, there weren’t many commits made to the repository that were under study. So we would just compare the first run with the second run.

As is evident from the graph above, the second run is extremely faster compared to the first run and finishes under a second for almost all the repository in the study except one. The running time for the second run of CC is dependent on the amount of changes that have been made since the last commit id was saved in the intermediate result file. But the changes are no where near the number of files that needs to be touched when a repository is first brought in for processing. Hence storing the intermediate results brings down the processing time considerable.

6.3 Comparision between Distributed and MapReduce Model

The setting for the distributed model remains the same, as it was for the comparison with the baseline implementation. For the MapReduce implementation we need to make a new adjustments through. First, we will be comparing only the first run in both implementations, as in the MapReduce model there is no provision of holding intermediate results. Secondly, since the namenode has to distribute out the data first, before the processing can begin, there is an extra cost added to the distribution of data and that would have to be added on top of the cost of processing the data.

In the figure below, the red graph represents the MapReduce running time graph for each of the Github repositories, while the blue line represents the running time on the same repositories for the distributed design. The processing time for MapReduce, is the sum of the time required to distribute the code out to the machines plus the time needed to process the data.
As can be seen from the figure, the processing time in MapReduce is higher than the time required to process the same data in our other distributed solution. The difference between the run times are further apart, so this would need a bit more in depth analysis. There is an anomaly here, since the run times shouldn’t have been very spread apart from each other, as MapReduce is using more hardware than our distributed design for solving the same problem.

So next, as a starting point we would look at average size of the files constituting each of the repositories.
The yellow line shows the average size of the files for each of the individual projects. Although it doesn’t convey a lot of information it is a good starting point to go deeper into the cause of the problem. The figure in the next page, shows projects that have very similar running time in our distributed model and compares the average size of the files for these projects and the MapReduce running time. It starts to show some relation in that, as the avg size of the files in the project increases, the MapReduce run time is gets lower compared to the other projects. But it can’t be specifically said that it is the file size that is causing the program to run very slow. We need to study a bit about the file storage in HDFS and if it is possible that the size of files impact the running of MapReduce jobs.

Figure 6.4: Distributed, MapReduce implementation vs average file size
6.4 Effects of File Size on MapReduce Jobs

As we have discussed earlier in the chapter on implementation, the name node of an HDFS cluster stores all the information related to the files stored in HDFS, in its memory. Every file or directory in HDFS is represented as an object in the name node’s memory. If there are a lot of small files, then name nodes memory becomes overwhelmed by the amount of information that needs to be stored. In normal operations, the name node must constantly track and check where every block of data is stored in the cluster. This is done by listening to data nodes to report on all of their blocks of data. The more blocks a data node must report, the more network bandwidth it will consume. So for optimization it is clear that if we reduce the number of small files, we can reduce the name node memory footprint and network impact.

In Hadoop architecture there is a concept of blocks and they are typically of 64MB size. It can be configured to stored files in other sizes as well, but it has to be multiples of 64 always. Hence 64 MB is the smallest block size that can be stored. The reason for splitting a file and
storing it into different blocks is for parallel processing of data.

But there is a logical storage unit as well called input split which is only a logical chunk of data and points to the start and end locations within a block. The number of mappers that are started is equivalent to the number of input splits that the data is divided into. When a MapReduce job launches, it schedules one map task per block of data being processed. So if the file is very small and there are a lot of them, then each map task processes very little input and there are a lot more map tasks, each of which imposes extra bookkeeping overhead. Usually Hadoop is configured so that each map task runs in its own JVM. So for a project with thousand files, it require spinning up and tearing down thousands of JVM. A cluster only has so many resources, so there is provision for limiting the maximum number of concurrent mappers to 25. And for a job with say one thousand files to process, only 25 of those can be run at a time, causing the others to be queued. The queue will become quite large and the processing will therefore take a long time. Furthermore, HDFS is not geared up to efficiently access small files, it is primarily designed for streaming access of large files. Reading through small files normally causes lots of seeks and lots of hopping from data node to data node to retrieve each small file, all of which is an inefficient data access pattern. One large sequential read will always outperform reading the same amount of data via several random reads.

6.5 Modifications to Files copied to HDFS

In the last section, we looked at the possible side effects that small files can have on MapReduce performance. So if we rerun MapReduce jobs on say the Guava library with more than 1000 files, here is what the the MR job summary list the information as:

![Figure 6.6: Job status when Guava was run previously](image)

As can be seen from the second line in the figure above, the MR job is having to process 1550 splits, and as a result it would be creating 1550 individual map task for the 1550 files,
distributed between two machines. Previously we didn’t have any idea what was causing the problem. As we know now on a project with 1500 files, the MapReduce job will spawn 1500 mappers, which can be a huge overhead for just two machines. Even with a project with 100 files, its going to be a huge overhead, not to mention the overhead when we are dealing with 1500 files. The cost of queuing and contention for getting CPU for the hundreds of mappers is just too high for a cluster of just 3 machines.

So in order to test, how the cluster fairs when big files are given, we combined the contents of 1550 individual files that made up the previous project, into a single large file and here is what we observed:

Figure 6.7: Job status when files were combined into a single large file

As can be seen from the snapshot above, although the contents of the files are still the same, but now in one file, instead of hundreds of small files, MR job has got just one input split to process as seen from the second line. Hence the MR job will create just a single map task for processing the file. Although it is not a very efficient way of handling a file, from a concurrent processing point of view, but now there is no requirement for the name node to keep track of the hundreds of mappers and their queuing and execution details.

Now here is what we did. We took all the repositories that we had tested on previously and combined the contents of the files that made up a repository into a single file for each repository. Then we copied the single file that made up a repository, into HDFS and ran the MR job on that merged file. And here is what the results looked like:
While running the MR job for the merged files, we see a considerable speed up of the processing for each job. So merging the file does lead to an improvement in the running time of the job. However the timings are still not near to the running time for our REST implementation. The files are merged into one huge file, and the merged file size is nowhere close to the 64MB block size that Hadoop uses to split files. The reason for the higher running time might be because the size of a file on most occasions is less than 64MB, the whole file is directed just to a single machine since it would fit into one block. So even though we have got two workers, we are able to utilize the processing power of just a single machine. But further study needs to be made to pinpoint the exact reason and we will leave it for future work.

### 6.6 Discussion

So as we can see, file size plays an important role, on how the processing happens in Hadoop. It is not very helpful if we have got a large number of small files, or just a single large file that is smaller than the block size of 64MB. For the former case, a large number of map tasks are
spawned which chocks the memory of the name node, while in the latter case, there is just a single map task and the data can easily fit into a single machine, there isn’t a lot of option to parallelize the processing of data. But what we usually observe in code repositories is that there are hardly any very large files and a repo usually consists of large number of small sized files. So if we need to take the help of the processing that Hadoop provides, we would have to find ways to combine everything into a file, so that the file is not very small and the file is greater than 64MB block size.

6.7 Evaluation Summary

In this chapter we evaluated the data which we gathered by running the different solutions that we implemented for cyclomatic complexity calculation, on open source code repositories on Github.

First we compared the results gathered from the running of the baseline solution against the distributed design and we found that distributed design almost always performs better. The only exception being when there are few files in the project. Once the number of files become huge, our distributed solution always has a better performance than the baseline solution.

Secondly, we contrasted the results gathered through the optimization step, where by we saved intermediate results while running the projects for the first time and used the intermediate results to perform calculation when the project is submitted for the second time. What we observed was, that storing intermediate results brought the running time down significantly for all the project and was a huge performance optimization for large project.

Next, we compared the distributed implementation with the MapReduce implementation of cyclomatic complexity, and we observed that the distributed implementation is a better solution if we take the running time on a repository into consideration. Also we found that MapReduce is not very geared towards processing on very small sized files, due to memory footprint issues and the large number of map tasks that are created for each of the files. Lastly we experimented with combining the small files into a large file by copying all the contents of the small files into a single large file. This saw the run time come down significantly compared to the MapReduce job which was running for single files, but still the running time was nowhere closer to our
distributed model which performed seamlessly with all sizes of files. We concluded the section by discussing the use of the Hadoop platform for performing calculation on code repositories.
Chapter 7

Conclusions

In the previous chapter we evaluated the data sets collected from performing our experiments on the applications that we had implemented. In this chapter we will summarize our project and discuss on future works.

7.1 Project Overview

The aim of this dissertation was to explore different ways of distributing calculation of code quality metrics and to come up with solutions to this problem. We also asked if it might be possible to hold intermediate results to speed up the processing for subsequent runs of the projects.

We started by going through the different code quality metrics that are available along with their merits and checking if they would fit into our research model. After studying a lot of metrics, we decided to go with cyclomatic complexity, which measures the total number of linear independent paths through a program as our metrics of choice. Next we introduced different implementation, that could be used for solving the problem. We discussed the web services model, which allowed for efficient processing of repositories of all sizes, regardless of whether the files that constituted the repository were small or big. The MapReduce model had problems processing large number of small files and alternatives had to worked out to get the processing done in lesser time. Also we were able to bring the running time down for multiple runs of the
same repository my storing intermediate results from the previous runs.

7.2 Future Work

While this project sets a good foundation for calculating code quality metrics using cyclomatic complexity, still there are a lot of room for improvement. As we know by now, there is no one silver bullet that caters to all the issues regarding the quality of code. A lot of code quality metrics are available and each one servers a separate purpose. Depending on the context different code metrics can be used. So for future studies it would be worthwhile to look into some other metrics that are of a different category than cyclomatic complexity and if possible find ways of integrating other metrics with cyclomatic complexity and provide an aggregated number from both the metrics combined together.

Also in the current implementation, we made the assumption that any time new changes are made to a file, the cyclomatic complexity might change and so we run CC computation on the file again. But it is not always the case. There might be scenarios where, a lot of changes have been made to a repository, but CC remains unchanged. In the future, there is this exciting area of research on how cyclomatic complexity changes on a commit to commit basis for a file, so that whenever any new changes comes in the future, it becomes possible to predict whether there would be any changes to cyclomatic complexity. Even if the predicted value is not very accurate, if we are even able to provide a rough estimate that would be a huge achievement as we would be able to produce results without even reading the contents of the file.

The problem with small sized files that we encountered while processing files, through MapReduce needs to be studied in more details. More specifically we said, Hadoop is not very well suited for running large number of small files. Future work in this domain would involve looking at what other have done when they have encountered the same problem with having a lot of small files and then if possible port those ideas into out application. We also need to investigate what is the value for the size of a file, where the processing in MapReduce will outperform the processing for the distributed solution and whether or not it’s possible to do that.
Appendix A
## Abbreviations

<table>
<thead>
<tr>
<th>Short Term</th>
<th>Expanded Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLOC</td>
<td>Source Lines of Code</td>
</tr>
<tr>
<td>LOC</td>
<td>Lines of Code</td>
</tr>
<tr>
<td>ELOC</td>
<td>Effective Lines of Code</td>
</tr>
<tr>
<td>CK</td>
<td>Chidamber and Kemerer</td>
</tr>
<tr>
<td>WMC</td>
<td>Weighted Methods Class</td>
</tr>
<tr>
<td>CBO</td>
<td>Coupling Between Objects</td>
</tr>
<tr>
<td>NOC</td>
<td>Number of Children</td>
</tr>
<tr>
<td>RFC</td>
<td>Response for a Class</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of Cohesion of methods</td>
</tr>
<tr>
<td>CFG</td>
<td>Control Flow Graph</td>
</tr>
<tr>
<td>CC</td>
<td>Cyclomatic Complexity</td>
</tr>
<tr>
<td>SAN</td>
<td>Storage Area Network</td>
</tr>
<tr>
<td>MR</td>
<td>Map Reduce</td>
</tr>
<tr>
<td>HDFS</td>
<td>Hadoop Distributed File System</td>
</tr>
<tr>
<td>DFS</td>
<td>Distributed File System</td>
</tr>
<tr>
<td>SHA-1</td>
<td>Secure Hash Algorithm</td>
</tr>
<tr>
<td>REST</td>
<td>Representation State Transfer</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>URI</td>
<td>Uniform Resource Identifiers</td>
</tr>
<tr>
<td>Repo</td>
<td>Repository</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>Short Term</td>
<td>Expanded Term</td>
</tr>
<tr>
<td>------------</td>
<td>---------------</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>IDE</td>
<td>Integrated Development Environment</td>
</tr>
<tr>
<td>HTML</td>
<td>Hypertext Markup Language</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>HDFS</td>
<td>Hadoop Distributed File System</td>
</tr>
<tr>
<td>UI</td>
<td>User Interface</td>
</tr>
</tbody>
</table>
## Appendix B

**Github Repositories used in Experiments**

<table>
<thead>
<tr>
<th>Repository Name</th>
<th>Github URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guava</td>
<td><a href="https://github.com/google/guava.git">https://github.com/google/guava.git</a></td>
</tr>
<tr>
<td>Gameclosure</td>
<td><a href="https://github.com/gameclosure/facebook.git">https://github.com/gameclosure/facebook.git</a></td>
</tr>
<tr>
<td>FacebookAndroidSDK</td>
<td><a href="https://github.com/facebook/facebook-android-sdk.git">https://github.com/facebook/facebook-android-sdk.git</a></td>
</tr>
<tr>
<td>Phonegap</td>
<td><a href="https://github.com/Wizcorp/phonegap-facebook-plugin.git">https://github.com/Wizcorp/phonegap-facebook-plugin.git</a></td>
</tr>
<tr>
<td>AndroidSocial</td>
<td><a href="https://github.com/antonkurasov/AndroidSocialNetworks.git">https://github.com/antonkurasov/AndroidSocialNetworks.git</a></td>
</tr>
<tr>
<td>Buck</td>
<td><a href="https://github.com/facebook/buck.git">https://github.com/facebook/buck.git</a></td>
</tr>
<tr>
<td>CSSLayout</td>
<td><a href="https://github.com/facebook/css-layout.git">https://github.com/facebook/css-layout.git</a></td>
</tr>
<tr>
<td>FBSampleJS</td>
<td><a href="https://github.com/fbsamples/f8app.git">https://github.com/fbsamples/f8app.git</a></td>
</tr>
<tr>
<td>HelloJS</td>
<td><a href="https://github.com/MrSwitch/hello.js.git">https://github.com/MrSwitch/hello.js.git</a></td>
</tr>
<tr>
<td>Koala</td>
<td><a href="https://github.com/arsduo/koala.git">https://github.com/arsduo/koala.git</a></td>
</tr>
<tr>
<td>GoogleCloud</td>
<td><a href="https://github.com/GoogleCloudPlatform/gsutil.git">https://github.com/GoogleCloudPlatform/gsutil.git</a></td>
</tr>
<tr>
<td>Armour</td>
<td><a href="https://github.com/theo-armour/threo.js.git">https://github.com/theo-armour/threo.js.git</a></td>
</tr>
<tr>
<td>ReactNative</td>
<td><a href="https://github.com/facebook/react-native.git">https://github.com/facebook/react-native.git</a></td>
</tr>
<tr>
<td>AndroidSimple</td>
<td><a href="https://github.com/sromku/android-simple-facebook.git">https://github.com/sromku/android-simple-facebook.git</a></td>
</tr>
</tbody>
</table>

Table B.1: Repositories used in the experiments
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