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Abstract

This paper introduces an automatic procedure for aligning and stitching the medical images of skin scars
that have the various amount of overlapping into one single registered image. The alignment procedure is
based on the rigid transformation of the pair of images regarding detected matched features. The proposed
paper compares four different feature detection methods and evaluates the methods on several clinical cases.
For each case, the initial image is divided into four smaller sub-images with the different dimension. The re-
sult shows that the Harris Corner Detector algorithm achieves nearly 99% accurate result with the minimum
overlapping of 160 pixels as the fastest method.
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Introduction

IImage registration is vastly used in medical
®elds (e.qg. radiological and microscopic im-
ages [Hill et al., 2001, Yankovich et al., 2014]) as the
camera ®eld of view is often not large enough to
cover the region of interest. We focus here on skin
images captured in extreme close-up (the camera is |
literally touching the skin without pressing against it
to not create arti®cial deformations of the skin on the
image border) in small overlapping patches; where
the camera emits its lights allowing all recorded im- |
ages to have the same controlled lighting conditions
(cf. Fig. 1). One application of stitching these image
patches together is for scar follow-up (e.g. occurring
from surgery or an accident) as a cosmetic treatment
where the scar needs to be accurately measured ove
time.

This paper introduces an automatic procedure for
aligning and stitching the pair of skin scar images that
have the various amount of overlapping into one single composed image. Four different feature detection
methods are evaluated for the rigid registration to align these images [Fookes and Bennamoun, 2002].

Figure 1. Exemplars for Quantitative Assessments.
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Proposed Pipeline for Registration

The processing pipeline for registration of a pair of

images has the following steps:

2 Converting RGB images to grayscale;

2 Detecting features and their orientation; that is a

primary step for the registration procedure as the cor-
respondences should be matched, and the transfor-

mation coef®cient must be de®ned [Na et al., 2016]. .
The combined corner and edge detection method °
[Harris and Stephens, 1988] detects the feature once ’
two different edge directions of the local neigh-

bourhood are present near the point. Matas et al. LC

[Matas et al., 2004] introduced maximally stable ex-

tremal regions technique for feature detection and

establishing the correspondences between the pair

of images. Speeded-Up Robust Features (SURF)

method was proposed by Bay et al. [Bay et al., 2008]

to detect interest points using integral images which

are scale independent. More recently, LeuteneggeFigure 2: Matched Features for the Smallest Sub-Image
al. [Leutenegger et al., 2011] proposed a methodabCase 4.

detect, describe and match the key-points which con-

®gurable circular sampling pattern from which computes brightness comparisons to form a binary descriptor
string. Therefore, These four feature detection methods are tested in this paper:

1. Combined Corner and Edge Detector (Harris) [Harris and Stephens, 1988];

2. Maximally Stable Extremal Regions (MSER) [Obdr !lek et al., 2009] [Nist"r and Stew"nius, 2008]
[Mikolajczyk et al., 2005];

3. Speeded-Up Robust Features (SURF) [Bay et al., 2008];
4. Binary Robust Invariant Scalable Keypoints (BRISK) [Leutenegger et al., 2011].

2 Finding correspondences between detected features in the image pair (Fig. 2);

2 Matching features and calculating the rigid transformation between the two images
[Lowe, 2004, Muja and Lowe, 2009, Muja and Lowe, 2012];

2 Registering the pair of images using the matched transformation;

Experimental Results and Conclusion

Seven cases of skin images of various scars are tested (Fig. 1). There are many input variables involved for
the computation time comparison of the four feature detection methods. Therefore, for each method, only the
calculation time is considered that could detect the number of 500 to 5000 features. The input variables are
chosen regarding this assumption as described below.

Parameter Choices.For each feature detection method, the parameters are selected for having a similar num-
ber of detected reliable features (i.e. 500 to 5000) and match to their correspondences. Parameters for the
SURF algorithm is assumed with octave greater than 1 (e.g. ®ltersgizZ&X5£ 25, 21£ 21, etc.). In MSER
algorithm, the intensity threshold levels considered as 0.1 and the pixels below that refer as black and those
above or equal as white with maximum area variation between extremal regions of one. Also, the minimum
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