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Abstract

The semantic web has the potential to revolutionize the ways in which users search and
manipulate the rapidly expanding amount of information on the web. This expansion, coupled
with the capability of this information to be semantically related in a multitude of different
ways, leads to increased possibilities for the Web user becoming ‘lost in hyperspace’. This
danger stems from the fact that technologies which encourage semantic markup do not
necessarily encourage appropriate vocabulary usage, resulting in inappropriate or misleading
semantic relationships being formed. Users’ expectations from information services on the
Web are also increasing. This will lead to a proliferation of web services in this Semantic
Web. Adaptive techniques, and in particular those used in Adaptive Hypermedia (AH), may
be used to alleviate the semantic overload, while at the same time meeting the raised
expectations of users. This approach leads to a number of research questions: How can Web
Services be (successfully) used in an adaptive environment? and How do adaptive hypermedia
and open hypermedia combine? This paper argues for the integration of semantic web,
semantic interoperability, web services and AH technologies to meet and exceed the
information requirements of users in the emerging Semantic Web.

1. Introduction

A Hypermedia system consists of Hyper-documents. Hyper-documents are nodes which have
links through which the user can navigate to other nodes [3, 6]. This allows the information in
the Hypermedia System to be accessed in a non-linear manner. The user can jump along a link
from one page to another regardless of the physical location of the linked page in Hyperspace
[6]. The content and link structure of a closed hypermedia system should be designed so that
any possible path through the links is logically valid for the user. The World Wide Web,
however, is an open hypermedia system that has not been explicitly designed and as such there
may exist many linked paths that are not obviously valid for the user.

The WWW, as the primary example of an open hypermedia system, is undergoing a
fundamental change as node types are developing from human readable media to web services
that can be invoked directly by automated agents. Simple web services can be combined to
create a more complex and feature rich composite service. Much work in service composition
derives from workflow systems where a centralized server controls the flow of control and
data between services. However, for service composition to scale successfully to the WWW,
the service themselves must be configurable with the conditional links to the services with
which they must communicate within a composition [1]. The services, therefore, become
hyper-document or hyper-services. Service composition therefore involves the discovery,
brokering, intercommunication and monitoring of these hyper-services.



A given service composition will have any number of attributes describing the function it
performs, its input and output information, pre-requisites, required effects and other context
information, and similarly so for the constituent services (which may themselves be composite
services). The end result of a service composition should ensure that some form of input will
be given to any service, operated upon and then given to the next service in the chain. At some
point, the flow of information will reach a service which is an endpoint in the process, and the
result will be passed to a person or device capable of interpreting it.

Some parallels are already visible between this concept and those in hypermedia. There is a
navigation (possibly with multiple branches at different nodes) through a structure in service
composition, just as there is in hypermedia. There are links between different nodes in service
composition which could be statically embedded in the service or dynamically created to suit
a differing set of requirements, as there are in hypermedia. This, however, is not enough to
apply the more advanced and useful techniques in adaptive hypermedia to enable easier and
more automated service composition.

This paper describes the challenges presented by service composition on the WWW and
examines how parallels between service composition and adaptive hypermedia (AH) point to
areas where advances in AH techniques could be exploited in service composition (and vice
versa). The paper examines the potential benefits and challenges from exploiting the semantic
mark up of web services in AH-based service composition techniques.

2. Web Service Composition

Service Composition is the orchestration of a number of existing services to provide a richer
composite service assembled to meet some user requirements. The current major interest in
service composition, however, stems from the emergence of web services and the possibility
of composing them to provide value-added services over the WWW. Service composition
techniques typically involve expressing elemental services and composite services, the latter
being compositions of elemental services and other composite services. The definition of
composite services requires the expression of the flow of control and information between the
elemental services. Techniques for this draw heavily on business process modeling and
languages for enactable work flows.

The recent emergence of web services and their expression in the Web Service Description
Language (WSDL) has resulted in XML based languages being used to define composition
between WSDL service definitions, e.g. BPEL4WS, allowing service composition patterns to
be readily exchanged between tools and thus reused. Such service composition specifications
necessarily need to be expressed at the level of abstraction used for constituent services.
Though techniques for developing business process models from business requirements are
well established, they involve skilled manual activities and are not amenable to the dynamic
service creation needed to meet the needs of average users lacking in business process
modeling skills. A ‘semantic gap’ therefore exists between the model the user possesses of
what they want to do, and the service composition models that simply express how this may
be accomplished. Some work has been performed in reconciling the behavior of a system with
a high level representation of its requirements. However, even these high level requirements
are complex to express and are typically elicited by skilled requirements engineers. Adaptive
hypermedia techniques have been successfully applied in areas such as e-learning, to
dynamically map basic user profile information to adapt hypermedia documents to user’s
knowledge and preferences [4].



3. Adaptive Hypermedia Techniques

Adaptivity is used to tailor a user’s view of a subject to their personal requirements. Adaptive
Hypermedia (AH) technologies are often used to guide a user through a body of digital
material, assisting them in their comprehension of that material. There are several ways in
which AH techniques may be employed to assist the user. These techniques may be classified
along axes of adaptivity. The two axes from which adaptive techniques are most frequently
utilized are the adaptive navigation and the adaptive presentation axes.

3.1 Adaptive Navigation

Adaptive navigation attempts to guide the user through the system by customising the link
structure or format according to a user model. The form of adaptive navigation will determine
the level of guidance and freedom granted to the user within the system. Hypermedia
experienced users are known to be more likely to navigate in a non-linear way. Similarly
users who are familiar with the subject matter are more likely to navigate non-linearly and
therefore reap the benefits of Hypermedia systems [7]. The axis of adaptive navigation
describes techniques that may be used to aid a user’s exploration of a body of material. These
techniques range from methods that restrict the user’s interactions with the content, such as
link hiding, to techniques that aid the user in their understanding of the information space,
such as link annotation. Utilizing these techniques the user’s path through an information
space may be guided by the adaptive technologies. These techniques have generally been
applied to closed corpus information spaces, where the content available is well defined.
Adaptive Navigation techniques require some information about the nature of the resources in
the information space to decide how links to that resource should be adapted for the user’s
requirements. They also require information about the user and their current objectives to
effectively modify the navigation structure of an information space.

3.2 Adaptive Presentation

Adaptive Presentation is the customisation of content to match characteristics specified by the
user model. The granularity may vary from word replacement to the substitution of pages or
the application of different media. Content may be customised to contain additional
information, pre-requisite information or comparative explanations. This form of adaptivity
may be implemented by fragmenting the constituent content components into discrete words,
phrases or paragraphs. These components or pagelets may constitute a discrete unit of
information about a concept. With this approach different pagelets may be displayed for
different users. An example would be a technical term or acronym with which the user is
unfamiliar. The system may substitute the unfamiliar content until the user can be introduced
to the technical term or acronym.

3.3 Abstraction and Candidacy

In APeLS (Adaptive Personalised eLearning Service), based on the multi-model metadata
driven approach [4], the principles of abstraction and candidacy are key to facilitating
effective navigation and presentation adaptivity. To facilitate flexibility in the design and
implementation of new course offerings the multi-model approach was designed to include an
abstraction mechanism. It was envisaged that this mechanism would enable the collaboration
of many people on the development of an adaptive course. For example, the abstraction
enables the course author (knowledge domain expert) to develop a narrative describing the
course sequencing not in terms of the pagelets to be added, but rather using the learning



concepts to be added to realisations of the course. This abstraction allows the course author
and instructional designer to design the course without necessarily being concerned with the
individual pieces of content that will be used to populate the final course. Similarly the
content designer can develop instances of learning content without knowing how or where
that content will be used.

This abstraction is facilitated through candidate groups. Candidate groups are used to group
together like models. For example, a candidate content group concerned with a particular
learning concept may contain several pagelets, each covering the learning concept in different
ways. In the case of pagelets these differences may be pedagogical or technical – some
pagelets may deal with the concept from different perspectives or render the material
differently for different devices.

Each candidate group has associated metadata that describes the role of the group and has the
identifiers of the constituent models within the group. A simple candidate content group may
be visualised as in figure 1.

Fig. 1. Candidate Content Group

In the figure above, the candidate content group has two candidates, pagelet A and pagelet B.
Pagelets in the same candidate content group are equivalent on some axis, usually the learning
concept they cover. Candidate groups can be formed for any set of models in the multi-model
system. For example, there can be candidate narrative groups containing narratives that
produce equivalent courses according to different instructional approaches.

As candidate groups refer to their candidates by identifier it is possible for any single model in
the system to be included in multiple groups. Groups do not have to be homogeneous and may
contain models of different types. For example, a candidate group may have some narrative
and some pagelet candidates.

In the context of an open corpus environment the capacity for creating candidate groups is
limited by the potentially vast number of candidates that may exist. This process, therefore,
must be based on a non-manual mechanism.



4. HyperService Composition

We propose an architecture for a hypermedia composition system which integrates the
composition of services by a domain expert and the adaptive integration service in response to
user needs. The whole process should begin with the Service Composition Toolkit (SCT)
being fed the general task requirements from a domain expert who has some understanding of
how a task can be broken down into smaller tasks which could map onto a composition of
different service types likely to be available. The SCT will generate an abstract service
composition that can fulfill the proposed user task and store this in a candidate repository
made available to the Service Integration Engine (SIE). The SCT also uses input from a
repository of User, Service and Context Classifications, which are used to impose
preconditions on the use of the abstract composite service to aid the SIE in later matching it to
the requirements and context of specific tasks. To improve task to composition mapping over
time, the repository of previously developed services can be analyzed to see if a close match
already exists.

Fig. 2. HyperService Composition System

For any given task required by a user the SIE attempts to match the task requirements to
general requirements and corresponding abstract service compositions contained in the
candidate repository. Once a composition is selected the SIE attempts to resolve the
constituent services onto available running services. The SIE also uses the User Model and
User Context to personalize the composite service to the user. Failures to match the abstract
composite service to concrete services or failure of user model and user context information
matching the preconditions of the abstract service may result in an alternative abstract service
being selected for adaptation. Successful uses of an abstract service composition are recorded
in the candidate repository to aid in future matching by both the SCT and the SIE.



To illuminate this architecture further a mapping of the above concepts to existing concepts in
adaptive e-learning engines is described below -

The list of sub-tasks required to complete the overall task could be mapped onto a list of
learning concepts in a course (typically called a narrative). When transformed from e-learning
to service composition, a sub-task like “pay for the transaction using a credit card before
shipping it” could be mapped onto a learning requirement like “teach the student about regular
expressions before teaching lexical analysis”.

The user model and context model could be combined to map onto the learner model of an
adaptive e-learning engine. Attributes like “the user is walking down Grafton St.” and “the
user would prefer to have an Irish company handle the payment for a transaction” could map
onto attributes in e-learning like “the learner likes content to be explained with examples
rather than theoretical descriptions” or “the learner responds well to visual explanations”.

Finally, there is the conceptual mapping of different, available services onto different,
available pieces of content. In the APeLS system [conlan02], the adaptive engine is presented
a number of pieces of candidate content, each of which would teach the same content but in a
different manner. If the adaptive engine is presented with a candidate service, described in a
vocabulary that can be mapped onto that which describes a candidate piece of content, it
should be possible for the engine to select an appropriate service based on the user's
preferences, as it would select a piece of content based on the same criteria.

To illustrate how this system may work in practice, an example of a course coordinator
wanting to build a peer review system for her students will be used. Already developed and
available services within the college might include:

• Document viewer Service - given a list of capabilities of a device and the file to be
viewed, this service will convert a given document to some form which can
conveniently viewed on said device. It understands that PDF is computationally
intensive, so conversion to a series of JPEGs of a given size and detail can be
generated for easier viewing on a low powered device. For low bandwidth devices, a
text only version could be displayed. 

• Access Control List (ACL) Service - Specifies that a certain entity has the right to
access a certain resource from a given service. This could be built on top of existing
security frameworks like Kerberos [8]. 

• Document Repository Service - Allows retrieval and storage of files. It should be
possible to specify rules which control what can be downloaded by who. It can verify
such operations either from another service or from a local set of rules. 

• Candidate Selector - Very generic service; it is supplied with a group of candidates
(this can be anything from users to documents) and a metric by which to select one or
many of them (e.g. which document has been viewed the least times or which user has
done the least amount of work). 

• Grading Service - A service that accepts a user name, the name of the resource that is
being graded, the scale(s) on which they should be graded and what to do with the
results (typically, they should be stored in a database). 

• Generic Database service - Allows simple access to a persistent relational database.
The service does not perform the storage itself... it simply provides the interface to any
number of databases, including MSSQL, ORACLE, MySQL, Postgresql, Access,
Xindice, etc. Its input will consist of a list of operations and a set of arguments for
each. Output will consist of a return code, and any data that was requested. 



• Results Generator - This will be specifically developed for the task of peer review. It
understands the data stored in the database, how to manipulate it and how to present
results in a manner which is meaningful to both students and course administrators.
The input will consist of a user name, password, operation name and output will be
text displayable in a browser. 

The course admin will contact the service development toolkit and she will supply it with a
task description with loose keywords, along the lines of "Peer review: Project Submission,
grading, limited access, document viewing" The SCT will examine a history of service
compositions, seeing if there is a close match for the given criteria. Assuming there isn't, it
will have to request the input of some person who (or software that) understands the required
outputs.

The resulting abstract service composition will contain a “flow-chart”, outlining the different
sub-tasks, their interaction with one another and various pre-conditions that must be met to
allow this interaction to take place. An example could be forbidding a student to review
another student's work until they themselves have submitted their project.

The list of sub-tasks for this scenario would probably include all of the afore mentioned
services.

The service developer would submit this flow-chart to the SIE, which, using information
based on the course administrator's circumstances and preferences, would fill in the sub-tasks
with actual references to given services. A given lecturer might be very strict on plagiarism, or
very concerned about security, so appropriate services could be invoked in the chain to ensure
that these concerns are dealt with.

This description would be sent back to the service developer for review, to ensure that it
functions correctly. If this is not the case, the flow-chart is refined and sent back to the service
integrator. This process is repeated until a satisfactory result is produced.

Once a successful composition has been completed, the composition will be stored on a server
somewhere, for students to access. Upon contacting the peer review compound service, the
student will be asked to confirm their identity. Any running services under this instance of the
composition will be marked as belonging to this user.

Firstly, the service should ask the top level results service should check to see if this user has
submitted their project. If this is the case, the candidate selector should be provided with
information on where to get a list of candidates (it should use the ACL service to get this
information from the database service) and a metric through which it can choose which
document to return.

The user may be using a PDA to view the document on the bus, so the document viewer
service could convert it into an appropriate file format. Once the document has been read, the
user will be given the option of submitting a review of this document. The grading service
should validate that the inputs are within the correct bounds, and use the database service to
store the results.

The course coordinator should be able to view submitted reviews, interpreted in a useful
manner (to display various averages) with the possibility of saving the results to a spreadsheet
file.



5. Further Work

Ultimately, accurate mapping of user level requirements to service composition requires
modeling of the real world which forms the context in which the user naturally expresses their
usage needs. Ontologies provide a way of capturing and exchanging models of the real world
and making them available to automated agents. The DARPA Agent Mark-up Language
initiative is defining XML-based standards for supporting the development of the Semantic
Web [2], which aims to make the content of the web more amenable to processing by
automated agents. As part of this initiative DAML-S [5] uses the DAML+OIL ontology
language to provide semantic mark-up of web services. This includes modeling the links
between a service and the outside world, by using ontologies for expressing the inputs,
outputs, preconditions and effects of a service and the resources which provides it, in a way
that can be mapped to semantic descriptions of the real world.

DAML-S aims to support the automation of web service discovery, invocation, composition,
interoperation and execution monitoring. The principle element of the language is a Service.
A Service has one or more Service Profiles which describes what the service does and
includes input, output, preconditions and effects. A Service is described by a Service Model,
which captures a Process Model of how the Service works. A Process can be atomic, in which
case it is a single step execution, or composite, in which case it allow simple processes to be
invoked through bindings to control constructs, similar to workflow control constructs, e.g. if-
then-else, sequence, repeat-until, split and join etc. Both atomic and composite processes can
be expressed in an abstract form called a simple process. This allows a more abstract version
of a process to be defined, perhaps hiding specific preconditions or effects not relevant to a
particular application or hiding the control constructs linking sub-processes of a composite
service. A Service may have one or more Groundings which describe how a service may be
accessed. This part of the language is integrated with WSDL, to exploit the latter’s existing
mapping onto communication protocols such as SOAP. WSDL is extended by using
DAML+OIL for expressing the information types used in input and output parameters.
Finally, the language includes the description of Resources, which provide the Service. These
have types related to allocation and capacity of the resource in question, and can be composed
in various forms providing guidance on the sharing of resources between services.

In terms of the proposed application of adaptive hypermedia techniques to service
composition, the formal basis of DAML+OIL in description logic opens the door to the use of
a range of automated reasoning techniques in the Service Development toolkit [9]. This could
range from the use of rule-engines reasoning on simple conditions on service input and output
to perform limited automated service composition [13] to the use of situation calculus to
reason about semantic information in DAML-S specs in tools to aid developers in the
simulation, verification and automated composition of web services [11]. The abstraction of
existing services as DAML-S Simple Processes could be used to populate the repository of
Service Types. Simple Process expressions could also be used to capture the users required
inputs, output, preconditions and effect in terms that they can relate to that may be taken from
the growing population of ontologies about the real world, e.g. the UNSPSC ontology of
commercial product and service codes (www.unspsc.org). Candidate service composition can
therefore be expressed a DAML-S composite processes made up from Simple Processes from
the service type repository. By using an open language such as DAML-S for these service
composition candidates, exchange or purchase of successful candidates from other
organizations could be undertaken, e.g. universities could exchange successful candidate
compositions combining eLearning services and specific administration services, such as
coursework assessment or fee collection.



Our work on the integration of adaptive hypermedia techniques with service composition is
centering on eLearning in a ubiquitous computing environment, or ‘uLearning’. Ubiquitous
computing is seen as a ripe application area for semantic web technologies, since similar
problems in terms of the number of potential services and huge range of potential
compositions exist. Therefore we are actively developing a base ontology for describing
uLearning resources and basic services, including mining existing ontologies on academic
learning. This will provide the semantic definitions of terms use to express user’s uLearning
requirements and atomic services available for composition in this context. 

One potential problem raised by defining service composition candidates at an abstract level is
that when that composition is mapped by the Service Integration Engine onto available
concrete services there is some mismatch between semantics implemented by the concrete
services. In some cases these mismatches will mean the candidate composition is not viable
for the user task at hand and another alternative must be sought. However, we envisage a large
number of cases where the semantics of services that must interoperate within a composition
are close enough that tailored interoperability services may be automatically generated. We
have conducted some research into such semantic interoperability based on the automatic
generation of XSLT scripts for adapting communications between services based on a Topic
Map expression of their semantics [12]. A close analogy between the expression of
composition in hypermedia authoring languages and Architectural Description Languages
(ADLs) is identified in [10], with hypermedia nodes mapping to components in ADLs, which
implement services, and links mapping to the concept of connectors which represent
communication between components. However, ADLs elevate connectors between
components to first class objects, whereas the corresponding links between nodes in
hypermedia models tend not to be so. Connectors are the ideal abstraction for representing the
semantic adaptation functions we describe above. We therefore propose to elevate links in
hypermedia model to the same status as connectors, both to provide support for representing
semantic adaptors with a HyperService composition and to allow such semantic connectors to
be stored as candidates for use on other service compositions. Connectors could also be
defined at a syntactic level, where interlinked services in a composition have different WSDL
protocol and data format bindings in their Service Groundings and thus require a suitable
syntactic connector. Connectors can also represent conditional interactions and n-array
interactions between services, and so could be used as reusable sub-components within
composition candidates.

6. Conclusion

This paper outlines how adaptive hypermedia techniques may be applicable to the analogous
field of service composition of web services in an approach we call Hyper-Service
composition. An architecture is proposed that builds on an existing adaptive hypermedia
engine by introducing a toolkit for developing service compositions to match user task
requirements based on abstract models of existing services and known compositions. The
adaptive hypermedia engine is then used to deploy concrete service composition on demand
for a particular user task, based on a combination of the abstract service composition, the
availability of concrete services and the user’s current context. We then describe how this
approach can be made more open by the use of ontologies and semantic mark-up of service
descriptions, and describe research that directs us towards the use of semantic and syntactic
connectors in HyperService compositions.
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