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Abstract. In the standard testing theory of DeNicola-Hennessy one
process is considered to be a refinement of another if every test guar-
anteed by the former is also guaranteed by the latter. In the domain of
web services this has been recast, with processes viewed as servers and
tests as clients. In this way the standard refinement preorder between
servers is determined by their ability to satisfy clients.

But in this setting there is also a natural refinement preorder between
clients, determined by their ability to be satisfied by servers. In more
general settings where there is no distinction between clients and servers,
but all processes are peers, there is a further refinement preorder based
on the mutual satisfaction of peers.

We give a uniform account of these three preorders. In particular we
give two characterisations. The first is behavioural, in terms of traces
and ready sets. The second, for finite processes, is equational.

1 Introduction

The DeNicola-Hennessy theory of testing [NH84,DH87,Hen88] considers a pro-
cess p to be a refinement of process ¢ if every test passed by p is also passed
by ¢. Recently, in papers such as [LP07,Bd10,CGP09,Pad10], this refinement
preorder has been recast with a view to providing theoretical foundations for
web services. Here processes are viewed as servers and tests viewed as clients. In
this terminology the standard (must) testing preorder is a refinement preorder
between servers, which we denote by p 5_ ¢; this is determined by the ability
of the servers p, ¢ to satisfy clients. However in this framework there are many
other natural behavioural preorders between processes. In this paper we investi-
gate two; the first, p ¢, is determined by the ability of the clients p, ¢ to be
satisfied by servers. For the second we drop the distinction between clients and
servers. Instead all processes are viewed as peers of each other and the purpose
of interaction between two peers is the mutual satisfaction of both. The resulting
refinement preorder is denoted by p EPQP q. We give a uniform behavioural char-
acterisation of all three refinement preorders in terms of traces and acceptances
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sets [NH84,Hen88]. We also give equational characterisations for a finite process
calculus for servers/clients/peers.

We use an infinitary version of CCS [Mil89] augmented by a success constant
1, to describe processes, be they servers, clients or peers. Thus p = 7.a.(b.0 +
¢.0) + 7.a.c.0 is a server which offers the action a followed by either b and ¢
depending on how choices are made, and then terminates, denoted by 0. On the
other hand r = @.¢.1 is a test or a client which seeks a synchronisation on a
followed by one on ¢; as usual [Mil89] communication or cooperation consists of
the simultaneous occurrence of an action a and its complement @. Thus when
the server p is executed in parallel with the client r, the latter will always be
satisfied, in that it is guaranteed to reach the successful state 1 regardless of how
the various choices are made. But if the client is executed with the alternative
server ¢ = T.a.b. 0 4+ T.a.c. 0 there is a possibility of the client remaining unhappy;
for this reason p K_ ¢. However it turns out that ¢ < p because every client
satisfied by ¢ will also be satisfied by p.

The client preorder p < ¢ compares the processes as clients, and their ability
to be satisfied by servers. This refinement preorder turns out to be incomparable
with the server preorder. For example a.1 + 5.0 K_ a.1 because of the client
b.1. But a.1 4+ 5.0 5 a.1 because every server satisfying the former also
satisfies a.1; intuitively the extra component of the client b.0 puts no further
demands on servers, because the execution of b will never lead to satisfaction.
Conversely a.1 &_ a.0 because 1 plays no role for processes acting a servers,
while a.1 &, a.0; a.1 as a client is satisfied by the server @.0 while a.0 can
never be satisfied as a client by any server. Behaviour relative to the client
preorder 5 is very sensitive to the presence of 1 and 0; for example 0 is a least
element, that is 0 C_ r for any process r.1 However in general the precise role
these constants play is difficult to discern; for example, rather surprisingly we
have a.(b.0 + ¢.1) + a.(b.1 +¢.0) &, 0.

If we ignore the distinction between servers and clients then every process
plays an independent role as a peer to all other processes in its environment.
This point of view leads to another behavioural preorder. Intuitively, we say
that the process p satisfies its peer ¢ if whenever they are executed in parallel
both are guaranteed to be satisfied; in some sense both peers test their partner.
Then p; Epzp p2 means that every peer satisfied by p; is also satisfied by pa.

This third refinement preorder is different from the server and client pre-
orders. In fact we will show that p; Epzp p2 implies p1 &, po; but the converse
is not true in general. For example 1 + 0.0 5 1 but 1 4+ 5.0 Epzp 1 because
of the peer b.1. In our formulation 1 + 6.0 and b. 1 mutually satisfy each other,
whereas the peers 1 and b.1 do not.

The aim of the paper is to show that the theory of the standard (must) testing
preorder [NH84,Hen88], here formulated as the server refinement preorder _,
can be extended to both the client and the peer refinement preorders.

! Note in passing that this is not the case for the server preorder; 0 as a server guar-
antees the client .0 4+ 7.1 but the server b.0 does not.



It is well-known that the behaviour of processes relative to Esw can be char-
acterised in terms of the traces they can perform followed by ready or acceptance
sets; intuitively each ready set A after a trace s captures a possibility for the
process to deadlock when interacting with a client. For example the process
q = T1.a.b.0 + 7.a.c. 0 has the ready set { b} after the (weak) sequence of actions
a; this represents the possibility of ¢ deadlocking if servicing a client which re-
quests an action a but then is not subsequently interested in the action b. The
process p = a.(b.0 + ¢.0) + a.c.0, also discussed above, has no comparable
ready set and for this reason p Z_ gq.

The first main result of the paper is a similar behavioural characterisation
of both the client and the peer refinement preorders, in terms of certain kinds
of traces and ready sets. However the details are intricate. It turns out that
unsuccessful traces, those which can be performed without reaching a successful
state, play an essential role. We also need to parametrise these concepts, relative
to usable actions and usable processes; the exact meaning of usable will depend
on the particular refinement preorder being considered.

It is also well-known that the standard testing preorders over finite processes
can be characterised by a collection of (in-)equations over the process operators,
[NH84,Hen88]. The second main result of the paper is a similar characterisation
of the new refinement preorders. In fact there is a complication here, as these
preorders are not in general preserved by the external operator +. A similar
complication occurred in Section 7.2 of [Mil89] in the axiomatisation of weak
bisimulation equivalence, and in the axiomatisations of the must testing pre-
order in [NH84], and we adopt the same solution. We give sound and complete
(in-)equational theories for the largest pre-congruences 5, E;p contained in
the refinement preorders <, Epzp respectively, over a finite version of CCS. The
presence of the success constant 1 in this language complicates the axiomati-
sations considerably, as the behaviour of clients and peers is very dependent
on their ability to immediately report success. For this reason we reformulate
the axiomatisation of must testing preorder from [NH84], which in this paper
coincides with the server preorder ESCW, as a two-sorted equational theory. The
characterisation of the client and server preorders, E:h, ESCW respectively, requires
extra equations to capture the behaviour of the special processes 1 and 0. For
example one of the inequations required by the client preorder is x < 1, while
those for the peer preorder include p.(14+2) <1+ p.z.

The remainder of this extended abstract is organised as follows. Section 2
is devoted to definitions and notation. We introduce a language for describing
processes, an infinitary version of the CCS used in [Mil89], and give the standard
intensional interpretation of it as a labelled transition system, LTS. For the
remainder of the paper, processes will then be considered to be states in the
resulting LTS. We also formally define the three different refinement preorders
discussed informally in the Introduction, by generalising the standard notion
from [NH84] of applying tests to processes. We begin Section 3 by recalling
the well-known characterisation of the must preorder (Theorem 1) for finite
branching LTSs from [NH84] in terms of traces and ready sets. To adapt this for



the client preorder we need some extra technical notation. This is motivated by
a series of examples, until we finally obtain a statement of the characterisation
(Theorem 2).

The notation used in this characterisation of the client preorder can be mod-
ified in a uniform manner to give an analogous characterisation of the server pre-
order, (Theorem 3), which applies even in LTSs which are not finite-branching.
Finally by combining these we get an analogous characterisation (Theorem 5)
for the peer preorder.

In Section 4 we restrict our attention to a finite sub-language CCS' and ad-
dress the question of equational characterisations. We first show why the client
and peer refinement preorders are not preserved by the external choice oper-
ator +, and give a simple behavioural characterisation of the associated pre-
congruences ,‘;% Efu and ,‘;; ; this simply involves taking into account the
initial behaviour of processes. We then explain the equations which need to be
added to the standard set in order to obtain completeness (Theorem 9 and The-
orem 8). The paper ends with Section 5, where we present a summary of our
results, a comparison with the existing work, and a series of open questions.

In this extended abstract all proofs are omitted. The proofs of the various
behavioural characterisations from Section 3 will appear in [Ber13].

2 Testing processes

Let Act be a set of actions, ranged over by a, b, ¢, ... and let 7, v' be two distinct
actions not in Act; the first will denote internal unobservable activity while the
second will be used to report the success of an experiment. To emphasise their
distinctness we use Act, to denote the set Act U {7}, and similarly for Act,;
we use pu to range over the former and A to range over the latter. We assume
Act has an idempotent complementation function, with @ being the complement
to a. A labelled transition system, LTS, consists of a triple ( P, Act, ,, — ),
where P is a set of processes and — C P x Act, , X P is a transition relation
between processes decorated with labels drawn from the set Act, . We use the

infix notation p 2, q in place of (p,\,q) € —. An LTS is finite-branching if
for all p € P and for all A € Act,,, the set {q | p 2, q} is finite. Single

transitions p 2, q are extended to sequences of transitions p 2N q, where
t € (Act, ,)*, in the standard manner. For s € (Act ,)* we also have the standard
weak transitions, p == ¢, defined by ignoring the occurrences of Ts. Somewhat
nonstandard is the use of infinite weak transitions, p ==, for u € (Act)®.

It will be convenient to have a notation for describing L'TSs; we use an infini-
tary version of CCS, [Mil89], augmented with a success operator, 1. The syntax
of the language is depicted in Figure 1. We use 0 to denote the empty external
sum ;o pi and p; + pz for the binary sum Zie{ 1,2} Pi- If I is a non-empty set,
we use ), ; p; to denote the sum ), ; 7.p;. For the remainder of the paper we

use the LTS whose states are the terms in CCS and where the relations p 2, q
are the least ones determined by the (standard) rules in Figure 2. We use finite



pars=1 | Al pp| Y pi|plla
i€l

where [ is a countable index set, and A ranges over a set of definitional constants each
of which has an associated definition A % PA-

Fig. 1. Syntax of infinitary CCS.

— (a-0x) ——— (a-PRE)
1—0 pp —p
Ay A
% (rR-EXT-L) qi/\q (R-EXT-R)
pta—rp p+qa—4d
g4 P
N (P-LEFT) — (P-RIGHT)
allp—=4dllp allp—aqllp
a->dqd p-Sp A
————— (pP-SYNCH) ——— A%Ep; (r-ConsT)
T ’ / A /
allp—dllp A—=p

Fig. 2. The operational semantics of CCS

branching CCS to refer to the LTS which consists only of terms from CCS which
generate finite branching structures.
A computation consists of series of 7 actions of the form

pllr=pollro—=pillm == . pillre = S

It is mazimal if it is infinite, or whenever p, || r, is the last state then p, ||

-
rn ——. A computation may be viewed as two processes p, r, one a server and
the other a client, co-operating to achieve individual goals, which may or may
not be independent. We say (1) is client-successful if there exists some k > 0

such that r, -, It is successful if it is client-successful and there exists an [ > 0
such that p; . Ina client-successful computation the client can report success

while in a successful one both the client and the server can report success; note
however that they are not required to do so at the same time.

Definition 1 ( Passing tests ). We write p must r if every maximal com-
putation from p || r is client-successful. We write p must™® r if every such
computation is successful. O

Intuitively, p must » means that the client r is satisfied by the server p, as r
always reaches a state where it can report success. On the other hand, p must® r



means that p passes r and r also passes p; so p and r have to collaborate in order
to pass each other. Thus, when using the testing relation must™® we think of p
and r as two peers rather than a server and a client.

Definition 2 ( Testing preorders ). In an arbitrary LTS we write

(1) p1 5, p2 if for every r, py must r implies ps must
(2) 1 5, r2 if for every p, p must 1 implies p must o
(3) p 5, q if for every r, p must™ r implies ¢ must™ r.

We use the obvious notation for the kernel of these preorders; for instance p1 <,
p2 means that p1 <, pe and p2 S, p1- O

The preorder 5_ is meant to compare servers, as p1 __pe ensures that all the
clients passed (wrt must) by p; are passed also by ps. The preorder & relates
processes seen as clients, because 71 Eck ro means that all the servers that satisfy
r1 satisfy also ro. The third preorder, ,Qm, relates processes seen as peers; this
follows from the fact that p must®™ r is true only if p and r» mutually satisfy each
other.

3 Semantic characterisations

The standard (must) testing preorder from [NH84,Hen88| has been characterised
for finite-branching LT'Ss using two behavioural predicates. The first, p {5, says
that p can never come across a divergent residual while executing the sequence of
actions s € Act*. We use the notation p ||, p converges, to mean that there is no
infinite sequence p — p; — ... — pi — .... Then the general convergence
predicate is defined inductively as follows:

(a) p Je whenever p |
(b) p la.s whenever p |} and p == implies @(p after a) |

where (p after s) denotes the set {p’ | p == p' }. Note that p == ensures that
(p after a) is non-empty; thus @(p after a) represents a (well-formed) process
consisting of the choice between the elements of the non-empty set (p after a),
which may in general be infinite. The second predicate codifies the possible
deadlocks which may occur when a process p attempts to execute the trace of
actions s € Act™:

Acc(p,s) = {S(q) | p==q -~} 2)

where S(q) = {a € Act | ¢ - }. The sets S(q) are called ready sets, while
we say that Acc(p, s) is the acceptance set of p after a trace s. Ready sets are
essentially the complements of the refusal sets used in [Hoa85]. The sets in
Acc(p, s) describe the interactions that can lead p out of a possible deadlock,
reached by executing the trace s of external actions.



Theorem 1 [DH87,Hen88] In finite branching CCS, p 5_ ¢ if and only if, for
every s € Act®, if p || s then (i) ¢ s, (ii) for every B € Acc(q, s) there exists
some A € Acc(p, s) such that A C B, and (iii) if ¢ == then p == O

As might be expected, this behavioural characterisation does not work for _ :

Ezample 1. One can prove that b.a.1 5 ¢, where ¢ denotes b.(c.0 + 1). How-
ever their acceptance sets are not related as required by Theorem 1. Calculations
show that Acc(b.a.1,b) = {{a}}. But {c} € Acc(g,b) and so there is no set B
in Acc(b.a.1,b) satisfying B C {c}. O

In Example 1 we should not require the ready set { ¢} € Acc(g, b) to be matched
by one in Acc(b.a. 1, b) because ¢ can report success immediately after performing
b. We formalise this intuition. For every s € Act® let p == +q be the least relation
satisfying

v
(1) p -/~ implies p == /p
v
(2) if p' == 4 q and p /- then
— p - p/ implies p =5, ¢
— p—p implies p == /¢

Intuitively, p == «+q means that p can perform the sequence of external actions s
ending up in state ¢ without passing through any state which can report success;
in particular neither p nor ¢ can report success. This notation is extended to

infinite traces, u € Act™, by letting p ==, whenever there exists a t € (Act,)>
" v
such that t = pypa..., (a) p = po == p1 = py =5 ... implies that p; —/—

for every p;, and (b) for every n € N and some k € N, u,, = (t)\,; where (t)\,
removes the 7s from the string ¢.

Definition 3. For every process p and trace s € Act”, let

Accy (p,s) = {S(@) | p==4a +=}
We call the set Acc 4 (p, s) the unsuccessful acceptance set of p after s. a

We can now try to adapt the characterisation for servers in Theorem 1 to
clients as follows:

Definition 4. Let r1 <pad 72 if for every s € Act*, if r1 | s then (i) ro | s,
and (i) for every B € Acc 4 (ra, s), there exists some A € Acc 4 (r1,s) such that
ACB. O

Ezample 2. One can show that r 5 c.a. 1 where r denotes the client c.(a. 1+b.0).
However they are not related by the proposed =<pag in Definition 4. Obviously
r Jcand {a} € Accy(c.a.1l,c). But there is no B € Accy(r,c) such that
B C {a}; this is because Acc s (r,¢) = {{a,b} }. The problem is the presence
of b in the ready set of a.1 + b.0. a



Intuitively, the action b is unusable for r after having performed the unsuccessful
trace ¢; this is because performing b leads to a client, 0, which is unusable, in the
sense that it can never be satisfied by any server. When comparing ready sets
after unsuccessful traces in Definition 4 we should ignore occurrences of unusable
actions.

Let Uclt = {r | p must r, for some server p }. The set Uclt contains the
usable clients, those satisfied by at least one server. We also need to consider
the residuals of a client r only after unsuccessful traces: for any process r and
s € Act” let

(raftery s)={q|r :S>/q}
Now the set of usable actions for a client after s can be defined as

vace(r,s) = {a € Act | @ (r after 4 sa) € Uclt } (3)

Thus if @ € uage(r, s) we know that the set of clients (r after , sa) is non-empty,
and the client given by the choice among those clients is usable; that is, there is
some server which satisfies it.

Example 3. We revisit Example 2. Although r can perform the sequence cb, b is
not in uaq(r, ¢) because (r after » ¢b) is the singleton set containing 0, which is
not in Uclt. Instead we have uack(r,c) = {a}.

If we amend Definition 4 by replacing the set inclusion A C B with the
more relaxed condition A Nuage(r1,s) C B, it follows that r xpaq c.a. 1; thereby
correctly reflecting the fact that r £ c.a. 1. O

Ezample 4. In (3) above we must consider only the unsuccessful traces rather
than all the traces. Consider the client r = b.(7.(1 + @.0) 4+ 7.a.7.1). First note
that b.@.0 must r while b.a. 0 phust b.0 and therefore r Z_ b.0.

Now consider the consequences of using after rather than after , in the defini-
tion (3) above. The amendment to the definition of <paq suggested in Example 3
would no longer be sound, as r <paq b. 0 would be true.

This is because (r after ba) is the set {0,1} and so @(r after ba) is the
client 7.0 + 7.1 , which is not in Uclt. This leads to uag:(r,b) being ), from
which 7 <paq b. 0 would follow. The incorrect reasoning involves the unsuccessful
acceptance set after the trace b. Acc 4 (b.0,b) = {0 } and the unique ready set it
contains, @), can be matched by ANQ for some A € Acc 4 (r,b), namely A = {a}.

However with the correct definition (3) this reasoning no longer works as
uage(r,b) = {a}. |
Unfortunately the amendment to Definition 4 suggested in Example 3 is still not
sufficient to obtain a complete characterisation of the client preorder.

Ezample 5. Consider the clients r; = a.(b.d.0+b.1) and ro = a.c.d.1. As r;
is not usable rq ,L:Jdt rg, although 71 #Zpag 72, even when =<p,q is amended as
suggested in Example 3. To see this first note {d } € Accy(r2,ac), and r1 Jac,
although r; can not actually perform the sequence of actions ac; r1 {lac merely
says that if r; can perform any prefix of the sequence ac to reach v’ then 7/ must
converge. Consequently Acc y (r1, ac) is empty and thus no ready set B can be
found to match the ready set {d }. O



To fix this problem we need to reconsider when ready sets are to be matched.
In Definition 4 this matching is moderated by the predicate |} s; for example
a.(t + b.1) Xpad a.c.d.l, where 7 denotes some process which does not
converge. This is because a.(7°° + b.1) |la is false and therefore the ready set
{c} € Accy(a.c.d.1,a) does not have to be matched by a.(7*° + b. 1). However
the client preorder is largely impervious to convergence/divergence. For example
1=y (L+47%).

It turns out that we have to moderate the matching of ready sets, not via
the convergence predicate, but instead via usability.

For every s € Act®, the client usability after an unsuccessful trace s, denoted
usbl / s, is defined by induction on s:

— rusbl s ¢ if r € Uclt
— rusbl 4 a.s if r € Uclt, and if r ==, then @(r after ; a) usbl / s

It is extended to infinite traces u € Act™ in the obvious manner. Intuitively
T usbl , s means that any state reachable from r by performing any subsequence
of s is usable. Note that only unsuccessful traces have to be taken into the
account.

One can show that if r; Edt ro and r1 usbl, s then 7o usbl, s. In fact

this predicate describes precisely when we expect ready sets of clients to be
compared.

Definition 5 ( Semantic client-preorder ). In any LTS, let 11 Jcr 72 if
(1) for every s € Act” such that r1 usbl , s, (a) ro usbl /s, and (b) for every
B € Accy (12, s) there exists some A € Acc 4 (11, s) such that

ANuac(ri,s) C B
(2) for w € Act” U Act™ such that r1 usbl y w, o $/ implies 1 é/. a

Ezample 6. Let us revisit the clients r1, ro, in Example 5. The client b.d.0+b. 1
is not usable; that is b.d.0+b.1 ¢ Uclt because it cannot be satisfied by any
server. Consequently 71 usbl, ac does not hold, and therefore when checking
whether 71 Zci 72 holds the ready set {d} € Acc (72, ac) does not have to be
matched by 7.

Indeed it is now straightforward to check that r; Zg: ro; the only s € Act*

for which Acc 4 (72, s) is non-empty and 71 usbl ;- s is the empty sequence e. O

In general, and in particular in LTSs which are not finite branching, the
condition on the existence of infinite computations in (2) does not follow from
the condition on finite computations.

Ezample 7. Consider the process ¢ from Figure 3, where ¢ denotes a process
which performs a sequence of k a actions followed by 1. Let p be a similar process,
but without the self loop. Then p usbl, s and ¢ usbl , s for every s, and the
pair (p, q) satisfies condition (1) of 2, and condition (2) on finite ws. However



Fig. 3. Infinite traces

condition (2) on infinite ws is not satisfied: if u denotes the infinite sequence of

as then ¢ :u>/ but p 7;/.

In fact p ¥, ¢. For consider the process A % @.A. When p is run as a
test on A, or as a client using the server A, every computation is finite and
successful; A must p. However when ¢ is run as a test, there is the possibility
of an infinite computation, the indefinite synchronisation on a, which is not
successful; A must q. O

Theorem 2 In CCS, v 5 7o if and only if r1 Sci 2. a

The server-preorder ESW can be characterised behaviourally in manner dual
to that of Definition 5, using the set of usable servers Usvr = {p | p must
r, for some client r }, the usable actions uas,(p,s) = {a € Act | P(p after
sa) € Usvr}, and the server convergence predicate p s s, defined as the
conjunction of p {}s and a server usability predicate p usbl s. This latter predicate
is defined inductively in a manner similar to usbl , s, but over all traces s, rather
than simply the unsuccessful ones.

Definition 6 ( Semantic server-preorder ). In any LTS, let p Zer q if (1)
for every s € Act” such that p {sw s, (a) g s 8, and (b) for every B € Acc(q, s)
there exists some A € Acc(p, s) such that

ANuag,(p,s) CB
(2) for every w € Act* UAct™ such that p llsyr w, ¢ == implies p ==. O
Theorem 3 In CCS, p5_ ¢ if and only if p Zewr ¢. O

This can be seen to be a generalisation of Theorem 1, as the server usability
predicate Usvr is degenerate; it holds for every process, since any process used
as a server trivially satisfies the degenerate client 1.

Let us now consider the peer preorder. The following result is hopeful:

Proposition 4 In CCS, p5 ¢ impliesp <, ¢. O



(S1a) pay + py = p.(r.3r +7.y) (83) pox + 7.(py + 2) = 7.(pox + py + 2)
(S1b) T2 < T.T.X (S4) Tx+Ty <z
(82)  w+ry=r7ly +y)+7y  (S5) <

Fig. 4. Standard inequations

Unfortunately, the peer preorder is not contained in the server preorder:

Ezxample 8. 1t is easy to see that a.0 Epzp b.0. This is true because a.0 can never
be satisfied, for it offers no v" at all. However, a.0 [£_ 0.0, as the client @.1 is
satisfied by a.0, whereas b.0 pust @. 1. a

Intuitively, the reason why E;ﬁp ¢ L, is that the server preorder does not take
into account the requirement that servers should now act as peers; they should
also be satisfied by their interactions with clients. To take this into account we
introduce the usability of peers and amend the definition of =g, accordingly.
In principle we should introduce the set of usable peers, Up2p = {p | p must™®
r for some peer r }. However, since Up2p turns out to coincide with Uclt, instead
we define the peer convergence predicate by using the usability predicate of
clients. For every w € Act® U Act™, let p {pop w whenever p Jw and p usbl , w.

Definition 7. Let p Zuswe ¢ whenever (1) for every s € Act™, if p lpop s then
(a) ¢ 4p2p s, and (b) for every B € Acc(q,s) there exists some A € Acc(p, s)
such that

ANuaw(p,s) C B

(2) for every w € Act* UAct™, if p llpop w, and q ==, then p ==. O

Definition 8 ( Semantic peer-preorder ). Let p Spop ¢ if p Ser ¢ and
P Zusvr G-

Note that the definition of p Zp2p ¢ is not simply the conjunction of the client
and server preorders from Definition 5 and Definition 6. It is essential that the
usable set of peers Up2p be employed.

Theorem 5 In CCS, p <, ¢ if and only if p Zp2p g O

4 Equational characterisation

We use CCS! to denote the finite sub-language of CCS; this consists of all finite
words constructed from the operators 0, 1,4+, p._ for each p € Act,, together
with the special operator 2; this last denotes the term 7°° from CCS and its
inclusion enables us to consider the algebraic properties of divergent processes.
Our intention is to use equations, or more generally inequations, to characterise
the three behavioural preorders p 5, ¢ over this finite algebra, where * ranges



(Za) T.0< 0 (Zb) p.0 <0

(CLT1la) <1 (P2P1) 0<1

(CLT1b) 1<z+1 (P2P2) p(l+z) < 14 pa
(CLT1c) 0<upu.l (P2P3) p(l+z) + p.(1+y) < p.(l+1.2+19)

Fig. 5. Client and peer inequations

over svr, clt and p2p. Minor variations on standard equations, [Mil89], can be
used for the other operators, such as parallel and hiding. For a given set of
inequations E we will use p Cg ¢ to denote the fact that the inequation p < ¢
can be derived from E using standard equational reasoning, while p =g ¢ means
that both p Cg ¢ and ¢ Cg p can be derived.

There are two immediate obstacles. The first is that these preorders are not
pre-congruences for the language CCS'; specifically they are not preserved by the
choice operator +.

Ezxample 9. Using the behavioural characterisation in Definition 8 it is easy to
check that 0 Epzp b.0; in fact this is trivial because 0 ¢ Up2p. However a.1 +
0 %pzp a.14b.1 because @.1 + b.0 must?® a.1 + 0 while @.1 + 5.0 pust®
a.1l + b.0; the latter follows because of the possible communication on b.

The same counter-example also shows that the other preorders are also not

preserved. a

So in order to discuss equational reasoning we focus on the largest CCS! pre-
congruence contained in _which we denote by Ef; by definition this is preserved
by all the operators. But it is convenient to have alternative more amenable
characterisations. To this end we let p Ef g tomean that a.1+p 5 a.1+¢
for some fresh action name a.

Proposition 6 In CCS, p T ¢ if and only if p Ej q. 0

Note that this is similar to the characterisation of observation-congruence in
Section 7.2 of [Mil89]; the same technique is also used in [NH84].

The second obstacle is that the behavioural preorders are very sensitive to
the ability of processes to immediately report success, with the result that many
of the expected equations are not in general valid. For example the innocuous

a.7.x = a.x,

valid in the theories of [Mil89,NH84], is not in general satisfied by two of our
behavioural theories. For example a. 1 %:gp a.7.1 because of the peer a.(1 + £2).

In order to have a more elegant presentation of the axioms we will use two
sorts of variables, the standard z,y, ... which may be instantiated with any pro-
cess from CCSf7 and z/,1,... which may only be instantiated by a process p



satisfying p 7L>; in CCS' such processes p in fact have a simple syntactic charac-
terisation. With this convention in mind consider the five standard inequations
given in Figure 4, which are satisfied by all three behavioural preorders Ef.
We also assume the standard equations for (CCSf, +,0) being a commutative
monoid. Let SVR denote the set of inequations obtained by adding

(SVR1) 1=0

Intuitively 1 has no significance for server behaviour; this extra equation captures
this intuition and is sufficient to characterise the server preorder:

Theorem 7 [Soundness and completeness for server-testing] In ccst, p LS qif
and only p Esvr ¢.

In order to characterise the client and peer preorders we need to replace the
equation SVR1 with inequations which capture the significance of the operators
1 and 0 for clients and peers respectively. A sufficient set of inequations for clients
is also given in Figure 4. Thus the client preorder has both a least element (2
from (S5), which by (Za) is also equivalent to 7.0, and a greatest element 1
from (CLT1a). Let CLT denote the resulting set of inequations.

Theorem 8 [Soundness and Completeness for client-testing] In CCSf7 P let q

if and only p Cerr ¢-

Both the inequations (Za) and (Zb) remain valid for the peer preorder, but
none of the unit inequations (CLT1a) - (CLT1c) are. They need to be replaced
by unit inequations appropriate to peers. Let P2P denote the set obtained by
replacing them with (P2P1) - (P2P3).

Theorem 9 [Soundness and Completeness for peer-testing] In CCSfW, P ,‘;;p q
if and only p Cpap ¢. a

5 Conclusions

Much of the recent work on behavioural preorders for processes has been carried
out using formalisms for contracts for web-services, proposed first in [CCLP06].
Spurred on by the recasting of the standard must preorder from [NH84] as a
server-preorder between contracts, these ideas have been developed further in
[LP07,CGP09,Bd10,Pad10].

In these publications the standard refinements are referred to as subcontracts
or sub-server relations and [LP07,CGP09,Pad10,Bd10] contain a range of alter-
native characterisations. For example in [LP07,CGP09] the characterisations are
coinductive and essentially rely on traces and ready sets; in [Bd10] the charac-
terisation is coinductive and syntax-oriented.

To the best of our knowledge, the first paper to use a preorder for clients
is [Bd10]. But their setting is much more restricted; they use so-called session



behaviours which correspond to a much smaller class of processes than our lan-
guage CCS. As there are fewer contexts, their sub-server preorder differs from
our server preorder: a;.1 =<5 a;.1 + as.1, whereas a;.1 %Sw ai1. 1+ as. 1.

The refinements in the papers mentioned above depend on a compliance re-
lation, rather than must testing; this is also why in [Bd10] the peer preorder =<:
coincides with the intersection of the client and the server preorders; this is not
the case for the must preorders (Example 8 can be tailored to the setting of ses-
sion behaviours). Moreover, in a general infinite branching and non-deterministic
LTS the refinements in the above papers differ from the preorder <_ . The sub-
contract relation of [LP07] turns out to be not comparable with _ , whereas the
strong subcontract C of [Padl0] is strictly contained in _, as the LTS there
is convergent and finite branching. The comparison of & with the refinement
preorder of [CGP09] is complicated by their use of a non-standard LTS.

In [BMPRO9] a symmetric refinement due to the compliance, 9, is studied;
it differs from our peer preorder (Ep2p ¢ %), and its characterisation does not
mention usability. This is because of the restrictions of the LTS in [BMPRO09]. In
more general settings the usability of contracts/services is crucial; [Pad11] talks
of viability, while [MSV10] talks of controllability.

Also subcontracts/subtyping for peers inspired by the should/fair-testing of
[RV07] have been proposed in [BZ09,BMPR09,Pad11]. In [BZ09] the fair-testing
preorder is used as proof method for relating contracts, but no characterisation
of their refinement preorder is given. A sound but incomplete characterisation is
given in [BMPRO09]. The focus of [Pad11] is on multi-party session types which,
roughly speaking, cannot express all the behaviours of our language CCS. In
view of the restricted form of session types, they can give a syntax-oriented
characterisation of their subtyping relation, <; this is in general incomparable
with our ,EPZP.

Future work: The most obvious open question about our two new refinement
preorders & and 5, is the development of algorithms for finite-state systems.
The ability to check efficiently whether a process is usable will play an important
role.

Another interesting question would be to characterise in some equational
manner the refinement preorders Edt, ,Eﬂp themselves rather than their associ-

ated pre-congruences Ejh and E;F; In the resulting equational theory we would
have to restrict in some way the form of reasoning allowed under the external
choice operator — + —, but the extra inequations needed in such a proof system
might be simpler.

We have confined our attention to refinement preorders based on must test-
ing. But one can also define client and peer preorders based on the standard
may testing of [NH84]. We believe that these refinement preorders can be com-
pletely characterised using a modified notion of trace, which takes into account
the usability of residuals. Other variations on client and peer preorders are worth
investigating: a “synchronous” formulation of Epzp where a computation is suc-
cessful only if the peers report success at the same time; the client preorders for
fair settings [Pad11,BZ09], or the ones based on the compliance [Pad10].
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