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Abstract. In 1966 Arto Salomaa gave a complete axiomatisation of
regular expressions. It can be viewed as a sound and complete proof
system for regular processes with respect to the behavioural equivalence
called language equivalence. This proof system consists of a finite set of
axioms together with one inductive proof rule.

We show that the behavioural preorder called language containment or
trace inclusion can be characterised in a similar manner, but using a
coinductive rather than an inductive proof rule.

1 Introduction

In 1966 Arto Salomaa gave two complete axiomatisations for regular expressions;
see [13, 8]. We concentrate on the first one where the key idea is the uniqueness
of the solution of certain regular expression equations. This is recalled in Sec-
tion 2 within the framework of regular processes, from [9]. We use a language for
defining recursive processes of the form RECz.t where the body ¢ can be defined
using prefizing, a.u, nondeterministic choice, u; + ug, or a termination event 0;
of course the body ¢ may also contain further regular processes.

This language, referred to as rCCS, can be given various semantic interpreta-
tions, which can be expressed in terms of behavioural equivalences between pro-
cesses. One such behavioural equivalence is called language equivalence, where
each process p in rCCS is interpreted as a (regular) set of sequences of actions
L(p), intuitively the sequences of actions it can perform. Then two processes are
deemed to be language equivalent, written p =, ¢ whenever L£(p) = £(q). This
corresponds to may equivalence from [6] or trace equivalence from [7].

In this framework Salomaa’s result, as formulated for example in [12], is
a sound and complete proof system for determining when p =, ¢. The proof
system consists of

— simple proof rules for embodying the principle of substitution of equals for
equals
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— a set of equations (or axiom schemas)
— an inductive proof rule for =, for regular processes, called unique fixpoint
induction

Unique fixpoint induction is very intuitive:!

tH{z =gl =¢

RECz.t = q (UFD)

It states that if a process ¢ satisfies (semantically) the body of a recursive process
then it is semantically equal to the recursive process itself.

Many other behavioural equivalences for regular processes can be captured in
the same manner, simply by varying the equations. For example strong bisimula-
tion equivalence and weak bisimulation equivalence are captured in this manner
in [10,11].

However many behavioural theories of processes are expressed in terms of be-
havioural preorders rather than equivalences. Typical examples include refusals
[7], must testing [6], or the various contract preorders considered in [2]. It is
unclear how Salomaa’s proof system can be adapted for such behavioural pre-
orders. In particular there is no known complete induction principle to replace
unique fixpoint induction.

Here we consider a simple behavioural preorder, language or trace inclusion.
Let p <p q if L(p) C L(q). Of course it is straightforward to establish for a
particular pair of processes p,q whether or not p <, ¢ using Salomaa’s proof
system; it is sufficient to try to establish p + g =, ¢. But this does not in itself
give a sound and complete proof system for the behavioural preorder <, based
on the ideas outlined above, namely

— simple proof rules for embodying the principle of substitution of equals for
equals

— a set of inequations

— some inductive proof rule for <, over regular processes.

This is the purpose of the current short paper. We show that by using a simple
coinductive proof rule we can give such a sound and complete proof system for
regular processes.

We now outline the remainder of the paper. In the next section we define
formally the language of regular processes, and their semantics. We then outline
the sound and complete proof system for language equivalence, based on an
inductive proof rule. In Section 4 we outline our novel proof system, based on
a set of standard inequations, together with one coinductive proof rule. Proving
the soundness of the proof system is non-trivial, and is given in Section 5. The
following section is devoted to completeness. The proof here depends on the fact
that the set of reachable states of processes, in a novel interpretation as a labeled
transition system, is finite. This topic is isolated in the independent Section 7.
The paper ends with a short conclusion.

! For soundness the variable x in body ¢ should be guarded.
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Fig. 1. Operational semantics

2 Regular processes and language equivalence

The language of recursive terms is given by the following grammar:

rCCS : tx=0 | pt,pu€Act, | t1+to
| © € Var | RECx.t

where Act is a set of actions, ranged over by a, and Act, represents Act W {7 },
where 7 is a special symbol for an internal action. All occurrences of the variable
x in t are bound in the term RECz.t, and this leads to the standard notion of free
and bound variables. We are only interested in closed terms, those not containing
any free variables, which we refer to as processes. For the sake of simplicity we
will also assume that all terms of the form RECz.t are guarded; that is every
occurence of z in the body of the recursion ¢ appears underneath an external
prefix a.—.

The (standard) operational semantics of processes is given in Figure 1, with
judgements for transitions of the form p — ¢, where w ranges over Act,. The
rule (REC) uses the standard notion of substitution: in general ¢{x + p} repre-
sents the result of substituting all free occurrences of the variable x in the term
t by the closed term p. This may be defined by structural induction on ¢.

The transitions in Figure 1 are generalised to weak transitions of the form
p == ¢, where s ranges over Act* as follows:

a ;7 1 S . as
—p—p,p = qimply p= ¢

T S . S
- p—p,p = qimply p= ¢

We use p == to indicate that for some ¢, p == q.

Definition 1 (Language of a process). For every k > 0 let L¥(p) =

{s € Act" | p==,|s| <k}, and let L(p) = Up>0L¥(p). L(p) is refered to as
the language of the process p, or it’s set of traces.

We write p < q if L(p) € L(q), and p = q if L(p) € L(q) and L(q) € L(p).

O



3 The proof system for language equivalence

The proof system for language equivalence is given in Figure 2, with judgements
are of the form - p = ¢ where p, g are processes. A simple side-condition would
be required on the rule (UFT), if we did not have our simplifying assumption
that all recursive processes are guarded.

The rule (EQ) presupposes a set of equations Eq such as those in Figure 3.
In general axioms take the form T = U where T, U are words formed from the
alphabet {0, u.—, — 4+ — } using axiom-variables X, Y, ... taken from a set AVar.
We say the pair (p,p’) is an instance of an equation, written (p,p’) € Ins(Eq),
if there exists some axiom T = U in Eq such that p = o(T), p’ = o(U) where o
is an instantiation, that is a mapping from AVar to processes.

Let us write ., p = ¢ if there is a proof of  p = ¢ in the proof system using
the equations in Figure 3. Those on the left hand side determine an idempotent
commutative monoid; on the right hand side there is an axiom which says that
T transitions are essentially invisible, together with the distribution of prefixing
over nondeterministic choice.

This proof system is both sound and complete with respect to language
equivalence:

Theorem 1 (Salomaa, Rabinovich). For all processes, r., p = q if and only
ifp=cq.

Proof. The proof for a corresponding property for regular expressions was given
in [13]. This was adapted in [12] for a slight variation on our regular processes,
using a proof technique from [10]. O

One could attempt to adapt this proof system to deal with language inclusion,
with judgements of the form F p < ¢; for example the set of equations could be
replaced by inequations. However the major issue would be the replacement of
the fixpoint rule (UFI) with a fixpoint rule for inequations which is sufficiently
powerful to attain completeness.

In the next section we suggest an alternative approach.

4 The proof system for trace inclusion

This proof system has judgements of the form
Arp<y

where p, p’ are processes and A is a finite set of assumptions, each of which takes
the form p; < po. The rules for forming proof trees are given in Figure 4, many of
which are straightforward adaptations of corresponding rules from Figure 2. We
have (INEQ) for instantiating inequations and the rule (REC) from Figure 2 has
been split into two rules, one for unfolding and the other for folding. There are
also two obvious rules for managing assumptions, (HyP) and (W). The major
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Fig. 2. The proof system for language equivalence
X+X=X X+Y=Y+X T7TX =X

X+Y+2)=(X+Y)+Z X+0=X a.(X+Y)=aX+aY

Fig. 3. The equations for language equivalence

change is the replacement of the structural rule for prefixing, (PRE) in Figure 2,
with the rule (COREC). Note that this can be viewed as a generalisation as in
the new proof system the rule (PRE) can be derived:
Arp<y
Ajap<ap +p<yp

w
CoRec

Avap<ap

We call this a coinductive rule because the conclusion of the rule is one of it’s
hypotheses. This of course makes it’s soundness problematic; see the discussion
in the next section.

Each equation in Figure 3 can be interpreted as two inequations. For example
in place of idempotency X + X = X we have the two inequations X + X < X
and X < X + X. In addition we need one new inequation:

X<X+4Y (1)

Let us write k., A ~ p < p’ to mean that there is a valid proof tree with
conclusion A ~ p < p’; that is a proof tree constructed using the rules in Figure 4,
using the set of inequations just outlined. We abbreviate k., § ~ p < p’ to
Hey p < p'. We also use p <jneq P’ to mean that p may be rewritten to p’ using
this set of inequations. More specifically, in the rewriting all the rules in Figure 4
may be used, except (HYP),(W) and (COREC).

Ezxample 1. Let r1,79 denote RECz.a.x, RECz.a.a.x respectively. The following
is a valid proof tree:



Avrpr <p2, Arp2<p3

Ip Tr
Fp<p( ) 1 <ps (Tr)
(p,p") € Ins(InEq)
Arp<yp (NEQ)
Arp<yp (PL) Ajap<ap -p<yp (COREC)
Arp+q<p +q Avap<ap
(UrD) (FLD)

r RECx.t < t{x — RECx.t} r t{z — RECz.t} < RECx.t

Brp<yp, ACB

—————— (Hyp) - W)
PSP rpsp ASrp<p
Fig. 4. The proof system
(Hyp,W)
ary < a.a.rg, ary < arg b ar; <aars
(TR,FLD,UFD)
ary < a.a.rg, ary <argbry <rg
(coREC) (UrD)
ari <a.arobFar; <arg Fri<ar
(Tr)
ari <a.arobry <a.rg
(coREC) (UrD) (UFD)
Fars <a.a.ry Fri<ar Faary <rg
Tr
[ T1 S T9
This means that ., RECx.a.x < RECx.a.a.x. O

€q

5 Soundness

To prove soundness of the proof system we need a semantic interpretation of
the judgements A - p < p’ which is preserved by all instances of the proof rules.
There is an obvious choice, which is however unsound.

FEzxzample 2. Let us write
p1 <ph, ..o <pj EY p <y, for k>0,

if p1 <z pl, ... px <c pj implies p <. p'.
Unfortunately this is not preserved by the rule (COREC). An instance of this
rule is
a.b.0<a.0-56.0<0
ra.b.0<a.0




Note that the premise is (vacuously) semantically valid, a.b.0 < a.0 E* 5.0 < 0,
because a.b. 0 £ - a. 0. However the conclusion is not semantically valid, #*a.b.0 <
a.0, because a.b.0 £, a.0. O

Instead, as in [3], we base our semantic interpretation on a stratified charac-
terisation of language inclusion.

Definition 2 (Semantic interpretation). For n > 0 write
PL <P P S P p <P

if L™(p1) € LM(P1), - L7(pr) © L™(py,) implies L7 (p) C L7 (p').
We use AE p <p' to mean that AE, p <p' for everyn > 0. O

The counterexample given above no longer works for this stratified semantic
interpretation. This is because

a.b.0<a.0 Fb0LZO

In particular a.b.0 < a.0 51 b.0 < 0 because £(a.b.0) C £(a.0) but £(b.0)
is not a subset of £1(0).

Theorem 2 (Soundness). k., A~ p <p' implies AEp <p'.

Proof. Tt suffices to show that each of the proof rules in Figure 4 preserves the

semantics. The only non-trivial case is the rule (COREC).
So suppose 4, a.p < a.p’ Ep < p'; that is

Ajap<ap Epp<yp for all k >0 (2)

We have to show that from this hypothesis, which we refer to as the outer
hypothesis, the conclusion A F a.p < a.p’ follows. In particular we show that
AE, ap<a.p, for every n > 0, by induction on n.

The base case, when n = 0, is straightforward, as £°(r) = {e} for any
process 7.
In the inductive case we let n = (m + 1), and we can assume
AFE, ap<ap (3)

which we refer to as the inner hypothesis. We have to deduce A = (,,41) a.p < a.p’.

To this end suppose L™+ (g) C L+ (¢') for every ¢ < ¢’ € A. We have
to show £+ (a.p) € LM+ (a.p').

First we apply the inner hypothesis (3): this is possible since £+ (q) C
LM+ (") implies £ (q) € L™ (¢'). So we obtain L™ (a.p) € L™ (a.p’).

With this we can apply the outer hypothesis (2) with & = m. We obtain
L™ (p) € L™(p'), from which the required £+ (a.p) € LD (a.p') follows.

O

In particular this soundness result means that if we can construct a valid proof
tree for the judgement  p < p’ then p <, p':

Corollary 1. k., p <p’ impliesp <. p'.

Proof. Suppose k., p < g, that is § - p < ¢. By Theorem 2 we have that

L"(p) € L™(q) for all n > 0. This means that £(p) C L(q) and therefore by
definition p <. q. a



6 Completeness

The proof of completeness is constructive; we design an algorithm for construct-
ing valid proof trees. To describe the algorithm we need to introduce some no-
tation.

Definition 3 (Head normal forms). A process of the form " . 4 a.pa, where
A is a finite subset of Act is said to be a head normal form, abbreviated to hnf.
(]

Proposition 1. For every process p there exists some head normal form, HNF(p),
such that p =;neq HNF(p).

Proof. See the appendix. The proof relies on the fact that all proceses are
guarded. a

It will also be convenient at some point to work with processes up to the
equivalence generated by three axioms from Figure 3; that is the commutativity
and associativity of + together with idempotency. Let [p] denote the equivalence
class of all processes equivalent to p. However rather than manipulating these
sets of processes we will use particular representatives. We use (p),. to refer to any
actual process in the set [p], for which the idempotency axiom X +X = X cannot
be applied to it from left to right. Thus it will take the form s; 4+ so... + s,
where each of the processes s; are syntactically different. We call such processes
reduced.

The algorithm also uses the three following derived proof rules:

Arp<aq
Arp<qi+gq

Arpi <q, Arpy<q
Arpi+pa<gq

(PLusL) (PLUSRq)

m (ZERO(])

We leave the reader to show that these can be derived from the rules in Figure 4.
All use the transitivity rule (TR). The derivation of (PLUSL) uses two applica-
tions of (PL), and an application of the inequation X +X < X. That of (PLUSq)
uses an application of the new inequation (1) above; this is also required in the
derivation of (ZEROq), in addition to the inequation 0 < 0 + X.

The pseudo-code for the algorithm C(A, p, q) is given in Figure 5. It takes as
parameters A, a finite set of premises of the form p; < ¢;, and a pair of processes
P, q. It returns with

— FAIL, indicating that pZ ,q,
— or a proof tree T', which is a valid proof tree for the judgement A - p < gq.

The code is executed by matching the actual parameters sequentially against
the patterns on the left hand side in Figure 5; each of the possible five patterns
may be considered as rules for matching the actual parameters. The first call
transforms the parameters p,q into head normal forms. The remainder can be



C(A,p,q) = if (p or q not in hnf)
then
let T= C(A,hnf(p),hnf(q))
in return (T;(HNF))
else
C(A,0,q) => return Zeroq
A 1 + p2,q) = let T.1 = C(A,p-1,q)
let T2 = C(A,p-2,q)
in
return (T_.1,T_2);(PrLusL)
C(A,a.p, a.q + r) => if a.p <a.q in A then return (HYP;PLUSRR)
else let B = {A, a.p<a.q}

let T = C(B,(p)r,(a):)
in
T; (cOREC) ; (PLUSRR)
S(A,a.p,q) => return FAIL

Fig. 5. The algorithm

considered as a case analysis on the structure of p, which when line 6 is reached
is guaranteed to be in head normal form. Note that if the final rule, on line 16,
is ever fired then we know that ¢, which is a hnf, does not have an a transition,
and therefore we can conclude the a.p £, q.

The non-trivial rule is on line 11. Here both the processes being analysed
have a transitions. Moreover because they are hnfs we know r does not have
an a transition. If the assumption a.p < a.q is already available in A then the
required proof tree is readily constructed. Otherwise this assumption is added
to A to get the set of assumptions B, and a proof tree T is constructed for
the judgement B ~ (p), < (q),. The returned proof tree for the judgement
A+ p < ¢ is then constructed using T, with an instance of the coinductive rule
(COREC), together with the derived rule (PLUSRR) We elide the transformation
of (p)r, (¢)r into the original parameters p, ¢ respectively, but the use of these
reduced processes will be important in showing that the algorithm terminates.
For the purposes of later discussions we label this recursive call which constructs
the proof tree T" with corec.

Note that in order to simplify the pseudo-code we have assumed that occurrences
of FAIL are percolated upwards through the code. For example on line 8 if the
innner call to C(A4, pa, q) returns FAIL then FAIL is also returned by the outer
call O(Aapl + D2, Q)

Execution of the code for given parameters, C(A4, p, q) consists of a sequence
of recursive calls C'(A;, pi, ¢;) until at some point a base case, such as on lines 6,
or 11, or 16, is reached. In order to analyse the behaviour of the algorithm we
introduce some notation for describing these sequences.



Definition 4 (Call trees). Let us write
C(A,p,q) = C(A',p', )

if executing C(A,p,q) leads directly to a recursive call to C(A’,p',q"). The call
tree of C(A,p,q) is defined to be the tree with root labelled by C(A,p,q) with
sub-trees consisting of all the call trees of the recursive calls C(A',p',q") such
that C(A,p,q) — C(A’,p',q"). Note that in these trees the out-degree of each
node is at most 2. A recursive call matching line 7 generates two sub-nodes; all
other recursive calls generates at most one.

A call path for C(A,p,q) is a path (finite or infinite) in the call tree of

C(A,p,q) starting with the root. O
— (A-PRrE) - (REC)
wt =t RECz.t — t{x — RECz.t}
T / T /
tT#t (TAU-L) UT# (TAU-R)
t+u-st +u t+ust+u
t 5t u b, u— s, t
’ 7;%’ i (EXT-L) ’ 7%’ i (EXT-R)
t4+u =t t+u-»u
t 35, uds
——————— (EXT)

t+ut +u

Fig. 6. Towards hnfs

Proposition 2 (Algorithmic correctness). Suppose C(A,p,q) terminates.

(i) If it returns FAIL then pZ q.
(ii) If it returns a proof tree, then this is a valid proof tree for the judgement
Arp<gq.

Proof. In each case the proof is by induction on the number of recursive calls to

C(=,—,—).

(i) FAIL can be returned on any one of the lines 3,7,8,13, or 16.

If it is the last then p has the form a.p’ and moreover, because there was
no match on line 11, we also know that ¢, which is a hnf, does not have an
a derivative. Consequently a.p’ € q.

Suppose it is on line 13, because the recursive call C(B, (p'),, (¢’),) returns
FAIL, in which case p, ¢ have the form a.p’, a.q’ + r. By induction we know
that (p), £, (¢')r, that is p’ €, ¢'. Since a.¢’ 4+ r is a hnf we know that r
does not have an a derivative, and therefore it follows that a.p’ £, a.q’ + 7.
The other cases are handled in a similar manner.



(Hvp)
a.r1 < a.(r2 +ar2) Far; <a.(rz+arsz) v

(AX,TRr)
a.r1 < a.(re +a.r2) Far: <a(rz+arz+ra) {

(AX.TR)
ari < a.(r2+arz) bar <a.(rg+ar:)+ars o

(FLp/UFLD)
ari <a.(ro+ar)br <ro+ars

(coREC) (FLp)

Fari <a.(rz+ a.ra) a.(rg +a.rz) <rg

(Tr)
Fary <o Fr<ar

Fry < rg

Fig.7. ri = RECz.a.x, r2 = RECZ.a.(T + a.x)

(ii) A proof schema can be returned on any of the lines 4, 6, 10, 11, or 15.
In each case the proof consists in checking that the returned schema is
indeed a valid proof of the judgement A + p < g, if necessary by invoking
induction. a

The main difficulty in proving that the algorithm always terminates is to
characterise the parameters which can be used in a call path from C(A4,p,q).
This characterisation is complicated by the use of head normal forms in the code.
We can capture their use via a relation ¢ ©» ¢ defined by the rules in Figure 6.
Note that for reasons which will be come apparent presently this relation is
defined over arbitrary process terms, rather than simply closed terms, as used
in Figure 1. So in the rule (REC) we assume the standard notion of general
substitution of (open) terms for variables, which may involve applications of
a-conversion in order to avoid free variables being captured.

Proposition 3. Suppose HNF(p) —= q. Then p —»*» q.
Proof. See the appendix. a

Let Reach(t) = {u | t 2 u, s € Act* }. In general Reach(t) is not finite.

Ezample 3. Consider ro = RECz.a.(x 4+ a.x). Then Reach(rs) contains all pro-
cesses of the form 7o + ZKK” u; where each w; is the process ro + a.ro;
therefore Reach(rs) is infinite.

This explains the use of the function (—), in line 13 of the algorithm in
Figure 5. Without the application of this function one can check that a call to
C(0,71,r2), where r; denotes RECz.a.z, would not terminate. However with the
use of (=), one can check that C(@,71,72) terminates after six recursive calls.

Moreover in Figure 7 we have constructed a valid proof tree for the judgement
r 11 < 19, although some abbreviations are used. We have indicated in bold font
an essential use of the idempotency axiom X = X + X. ad

(UFLD)

(TR)



Definition 5. Let t % u if t £ o' for some v’ such that u = (u')y. Thus if

t L w the rules in Figure 6 are used to find a v’ such that t £ ', and then v’
is reduced to u. Let rReach(t) = {u | t 2% u, s € Act* }. O

It is easy to check that rReach(rs), where 7o is defined in Example 3, is the
finite set {rq, ro + a.re, a(re + a.r2), a.(re + a.re) + a.re }. This is a particular
instance of a general phenomenon:

Theorem 3. For every term t, the set rReach(t) is finite.
Proof. See the next section. O

In the sequel we use Act(p) to denote the (finite) set of actions from Act
which appear in the process p.

Proposition 4. Suppose
C(AOapano) = C(A17p17q1) = C(Ak7pkaqk‘)7k > 0
is an arbitrary call path. Then

(1) A; € Aitr, Act(pn) C Act(po)

(2) If none of the recursive calls C(Ax,pk,qx) triggers the rule labelled corec,
on line 13 in Figure 5, then there exists some bound K such that k < K.

(8) If p < q € Ay then either p < q € Ay or p,q have the form a.p’,a.q’
respectively, where a € Act(p) and p’ € rReach(py), ¢’ € rReach(qp).

Proof. The statement (1) follows by an analysis of the pseudo-code in Figure 5.
First note that nowhere is the set of assumptions Ay decreased. Only in one place,
line 12, is it changed; it is augmented. Secondly note that Act(HNF(p)) = Act(p),
and therefore by code one can check that Act(p,+1) C Act(py).

Similarly (2) follows by an analysis of the code.

Part (3) is proved by induction on the number of ¢, 0 < ¢ < k such that
Aip1 # A;. We look at the first step, the least ¢ such that C(4;-1,pi—1,qi—1) —
C(Ai,pl,ql) where Az 7& Ao.

This call must be as a result of matching the rule labelled corec on line 13
in Figure 5. So p;_1, ¢;—1 must have the form a.p’, a.¢’ + r, and p;, ¢; the form
p',q, and A; must be AgwW{ap <a.q}.

From part (1) we immediately have that a € Act(pg). Moreover all preceeding
recursive calls must have either matched line 3, transforming pg, g to hnfs, or
successive matches to line 7. Therefore hn f(p) has the form a.p’ + ... and hnf(q)
has the form a.¢’ + r. It now follows from Proposition 3 that p’ € rReach(pg)
and ¢’ € rReach(qo), as required. ad

Theorem 4 (Termination). The recursive procedure C'(A,p,q) terminates for
all parameters A, p,q.



Proof. Suppose
C(A7p7 q) = C(Aoap()aq()) AP C(Akvpkaqk) = (4)

is an arbitrary call path, finite or infinite.

First consider any step C(An, Pn,qn) — C(An+1,Pnt1,Gn+1) resulting from
a successful match to line 13 in the algorithm, which we have labelled corec.
We know that p,,, ¢, have the form a.p’, a.¢’ +r respectively and p,11,Gn+1 are
p’,q'. Because the test on line 11 failed we have that A,,+1 = A, W{a.p’ <a.q¢' }.
By Proposition 4(3) p’ € rReach(pg), ¢’ € rReach(qp) and a € Act(p). Obviously
Act(p) is a finite set, as are rReach(pg), rReach(qy) from Theorem 3. Therefore
there exists some k such that for all 1 > k A; = Ag.

It follows that in the sequence (4) above the rule labelled corec on line 13
can only be called a finite number of times. By part (2) of Proposition 4 we have
that the sequence (4) can only be finite. O

We can now conclude with the main result of the paper:

Corollary 2 (Soundness and Completeness). k., p < q if and only if p <,
q.

Proof. One direction, Soundness, follows from Corollary 1.

Conversely suppose p <, ¢q. We know from Theorem 4 that the algorithm
C(D,p,q) terminates. By design this algorithm either returns FAIL or a proof
tree. By algorithmic correctness, Proposition 2, the former is not possible; the
same proposition ensures that the returned proof tree is a valid proof tree for
0rp<gq. Thatishk.,p<gq. a

7 Finite Reachability

We prove Theorem 3 by giving an over-approximation to the set of terms reach-
able from an arbitrary term ¢. The definition is by structural induction on ¢, and
by construction the resulting set is obviously finite.

Definition 6 (Over-approximation). For every term t the set of approxi-
mants t* is defined as follows:

(i) 0" ={0}, 2" ={=z}
(i) (pt)* ={pt}u{pt’ | t'et™}
(i11) (t1 +ta)* =t U U{t) +1t, | t; €t} }
(iv) (RECz.t')* ={RECZ.t'} U{X(S) | S C T}
where T = {t"{x — RECz.t'} | t" €t ort" +x € t'*} and for any set of
terms S = {s1,82,...8n }, X(S) denotes the term s1 + sa + ...+ s,. O

Lemma 1. For every t, the set t* is finite.

Proof. By structural induction on ¢. ad



The proof that rReach(t) C ¢* is also by structural induction on ¢ and most of
the cases are straightforward. For example the case when t has the form ¢; + ¢,
is handled by the following lemma. Here, and in subsequent proofs we ignore the
sequence of actions performed by terms, writing t —»* ¢’ in place of t =» ¢/, or
sometimes t—»* ¢/ when we know that there are k steps in the derivation. We
also use some standard notion of the size of such a derivation.

Lemma 2. Suppose t1 + to—»* u, with a derivation of size n. Then

1. t1—»* u, with a derivation of size less then n

2. to—»* u, with a derivation of size less then n

3. or u = uy + ug where t;—»* u;, each also having a derivation size less than
n.

Proof. A straightforward induction on the length of the derivation t; + to—»* u
and a case analysis of why t; + to—» u. O

The most difficult case of rReach(t) C ¢* to treat is when ¢ has the form
RECz.u. In general a sequence of transitions takes the form

RECZ.u—» u{z — RECT.U}— ...~ t

Therefore in order to understand the forms that ¢ can take we need to charac-
terise the derivatives of u{x — r} in terms of those of u and r.

Definition 7. We define the predicate t | = by structural induction on t, as
follows:

(i) RECy.u | x, for all x and y
(i) t1 | x, ta | & implies t1 + t2 | x
(i) pul x for every u € Act,.
We use t T to mean that t | is not true. a

Intuitively ¢ |  means that r does not play any role in any transition from
t{xz — r}. This is captured in the first part of the following proposition.

Proposition 5. Suppose t{x — r} L u, where t is reduced. Then if t is differ-
ent from x, one of the following holds:

(i) t L o and u = t'{x — r} where t L t'
(ii) ttx, t =1t +x, t1 is reduced, and
a) u=t{x —r}+r wherer L1’
(a) 1{ }
(b) u=t\{z— r} +r where t; 2» t!
¢) u="t{x—r}+ 1 wherety Zn ¢}, r Ly’
1 1

Proof. By structural induction on ¢, with an intricate case analysis. a

Proposition 6. Suppose t{x — r}—»* (u),, with a deriation of size k. Then
u has one of the following forms:



(i) t'{x — r}, where t—»* t' has a derivation of size less then k
(11) > 1 <ij<n Ti» where each r—»* 1| has a derivation of size less than k
(iii) t'{x — r} + >, ;<, i, where the derivations t—»* t' + x and r—»* r}
again have smaller size.

Proof. By induction on the size of the derivation k. In the general case the
transitions have the form

t{z = r}—* o’ B (u),

where u' is reduced. Induction can be applied to the derivation t{z — r}—»* u”,
to give three possibilities for the structure of u”, (i), (ii), (iii) above. In case (i) we
apply Proposition 5 to the transition v’ £ u. The case (ii) is a straightforward
argument, while (iii) is a combination of the first two cases. O

Theorem 5. For every term t, rReach(t) C t*.

Proof. By structural induction on ¢t. We show that if t—»* u then u € t*.

The cases when t has one of the forms z, 0 are trivial, while when it is of
the form p.t’ a very simple inductive argument suffices. When it has the form
t1 + to an inductive argument is also used, supported by Lemma 2. We look
briefly at the final and most difficult, case when it has the form RECz.%;.

Here we use an inner induction on the size of the derivation RECxz.t; —»* u.
If w is RECz.t1, that is the length of the derivation is zero, then the result is
immediate as by definition RECz.t; € (RECz.t1)*. Otherwise we have

RECT.t; —» t{z = r}—»*u

where r denotes RECx.t;, and we can read off the possible structure of u from
Proposition 6. There are three possibilities, and we examine the third when
has the form

t'{x—r}+ Z T

1<i<n

where t—»* ¢/ 4+ x, r—»* r, and each of these derivations being smaller in size
than the original one.

Using the inner induction we have r; € (RECz.t1)* for each 1 < i < n. Using
the other (structural) induction we have ¢ + x € t7, and therefore by definition
t'{x +— r} € (RECT.t1)*.

It follows that u € (RECx.t1)*, since this is defined so that u; € (RECz.t1)*, 1

<
i < n, implies u; + ... + u, € (RECx.t1)*. O

8 Conclusions

We have given a novel sound and complete proof system for trace inclusion of
regular processes. The novel rule of the proof system is co-inductive in nature,



in that the conclusion of the rule is already one of it’s hypotheses. Proof of
soundness is based on a technique used in [3] for a proof system for recursive
types, while completeness is demonstrated constructively; an algorithm is given
which constructs a proof for every semantically valid judgement. Intuitively the
algorithm works by on the fly determinising the processes, and systematically
comparing their a-derivatives, for each action a from Act. The proof that the
algorithm actually terminates is conceptually straightforward, but syntactically
intricate. It relies on the fact the set of reachable states from a given process
is finite, modulo a structural equivalence. A similar result is proved in [5] for
the language of regular expressions, where the equivalence used, between regular
expressions, is semantic identity. An alternative approach to proving termination
of our algorithm might be based on defining a relation between our semantics
for regular processes, and the derivatives of regular expressions given in [5].

We believe that our proof system can be adapted to a range of semantic
preorders between regular processes, such as the testing preorders of [6]. Of
particular interest are the contract preorders from [4, 2], and variations thereof.
Such preorders often have alternative characterisations, often expressed in terms
of intricate behavioural properties of processes; as an example see Definition 6 of
[1]. It would be instructive to instead characterise these preorders over regular
processes using variations on our proof system; the rules, including (COREC),
would remain but the set of inequations used would depend on the particular
contact preorder in mind.

Acknowledgements: The author would like to thank the anonymous referees,
and Giovanni Bernardi, for their useful comments on a previous draft.

A Some proofs

Guarded terms: A variable x is guarded in the term t if each free occurrence
of x in t occurs underneath a prefix a.—. A recursion RECz.t is guarded if x is
guarded in ¢. Finally a term w is a guarded term if every sub-term of the form
RECz.t is guarded.

It will be convenient to have an inductive principle for guarded processes,
that is closed terms which are guarded.

Definition 8. Let |} be the least predicate over processes which satisfies the fol-
lowing rules:

(a) 04, apll
(b) pih,q 4 implies 7.p |} and (p+q) I
(c) t{x — RECz.t} || implies RECz.t ||.

Lemma 3. Suppose x is guarded in t for every x € ¥v(t). Then tp |, for any
substitution p such that DOM(p) C FV(t).

Proof. By structural induction on ¢. ad



Proposition 7. If p is guarded then p .

Proof. By structural induction on p. The only non-trivial case is when it has the
form RECz.t, where we know that x is guarded in ¢. By the previous lemma this
means that t{z — RECz.t} |}, and therefore employing rule (c) from Definition 8
we can conclude that RECx.t | a

In the remainder of this appendix we will assume that all processes are
guarded; this assumption is also used throughout the paper.

Proposition 8 (Proposition 1). For every process p there exists a head nor-
mal form HNF(p) such that p =;neq HNF(D).

Proof. By induction on p ||. We proceed by an analysis of the structure of p.

— If p has the form a.q, or 0 then it is already a hnf.

— If p is RECz.t then by induction on |} we know that there is some hnf A such
that t{x — RECz.t} =,eq h. Using the (UFD) and (FLD) rules we obtain
RECZ.t =jneq I

— If p is 7.q again the result follows by induction, using the axiom 7.X = X.

— Finally suppose p has the form p; + p2. By induction p; =;neq hi for some
hnfs hq, he. Suppose these have the form ZaEAi a.p, for i = 1,2. Then one
can show that

P=ineg . apy+ Y. api+ Y. alps+pd)

a€(A1—A2) a€(A2—Ay) a€(A2NAq)
which is in hnf. a
Corollary 3 (Proposition 3). If HNF(p) — ¢ then p =»* 25 q.

Proof. The proof proceeds by induction on p |} and a case analysis on the con-
struction of HNF(p) as outlined in the previous proposition. O
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