User Behaviour Analysis of Volumetric Video in Augmented Reality

Emin Zerman, Radhika Kulkarni, and Aljosa Smolic
V-SENSE, School of Computer Science and Statistics, Trinity College Dublin, Dublin, Ireland
Emails: {zermane, kulkarnr, smolica}@tcd.ie

Abstract—Augmented reality (AR) is getting popular, and among other content creation techniques, volumetric video allows to bring dynamic real world content as captured by cameras into such applications. To develop efficient algorithms for compression and transmission of the volumetric media, it is important to understand how users will consume this new form of dynamic 3D content. In this paper, we analyse the user behaviour for the volumetric video consumption in AR. In particular, we study the distribution of users’ viewpoints, relative locations, and average distances from the content. For this purpose, we built an Android AR application using the volumetric video and conducted a user study remotely. The results show that users spent most of their time looking at the frontal part of the volumetric video, and this indicates the importance of the face in visual attention. The collected user behaviour data are made public to support further research.
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I. INTRODUCTION

Volumetric video (VV) is a new technique used to generate content for augmented reality (AR) and virtual reality (VR) applications. The VV algorithms build a dynamic 3D representation using real-life video from cameras surrounding the 3D object or scene [1]–[3]. The generated VVs are represented as point clouds or 3D textured mesh sequences [4], [5] and can be looked at from any viewpoint. The VVs are used in different marker-based [6] or markerless [7]–[11] AR applications. In almost all cases, these applications use VVs that are stored in the device; however, there is a growing interest in VV compression [12] and adaptive streaming [13]–[15], as real-time streaming is necessary for some applications, e.g., telepresence and remote collaboration.

Understanding how users interact with the VV in AR or VR is critical for optimising compression and adaptive streaming methods, such as viewport prediction [16] or rate-distortion or rate-utility estimations based on users’ preferred distance [13]. User behaviour has been studied [17]–[19] and found critical in viewport prediction [20] for another immersive video technology: 360-degree video. For volumetric media, there are only a handful of studies that focus on understanding user interaction [21], AR viewpoint prediction [15], and navigation patterns for VR [14]. Previous studies reveal that participants preferred to stay in front of static point clouds and 1 metre away from them [21] and spent more time looking at the frontal view and faces of human models while determining the quality [22], [23]. In a recent social VR study [14], viewers’ navigation patterns for VVs in VR were made publicly available, and it might be relevant for VV use in AR as well.

The only other work on VV use in AR discusses point cloud content delivery for AR, including compression, streaming, user movement patterns, and viewport prediction for streaming [15]. The collected user movement data are used in the viewport prediction step, and this helps reducing approximately 40% of data usage without quality reduction. Although this work collects user data, it is not a dedicated study on user behaviour analysis, e.g., it does not report user distance. To the best of our knowledge, the collected user trajectories are also not made publicly available. In our paper, different from [15], we focus on understanding user behaviour for dynamic 3D mesh-based VV use in AR. We also make the collected data publicly available along with the analysis codes.

In this paper, we provide an analysis of users’ movement behaviour and their viewpoints while they are watching VVs in an AR setting. Using a marker-based AR application, device location and rotation data are collected from participants, see Fig. 1. We then analyse the users’ preferences for viewing angle and viewing distance. The contributions of this paper are two-fold: (i) we provide a detailed analysis of user navigation in a marker-based AR scenario, and (ii) we make the collected user behaviour data available to help other researchers.
II. MOBILE AUGMENTED REALITY APPLICATION

To collect user movement behaviour and viewpoints, we developed a marker-based mobile AR application for smartphones with Android operating system using Vuforia [24], Unity3D game engine [25] version 2018.4.16f1, and a bespoke VV player script. The application had a basic user interface with buttons to select and play the VV. The VV could be rotated by touching the screen and swiping using fingers.

To keep track of the user behaviour, 3D device position with respect to the marker and device rotation (yaw, pitch, and roll – in Euler angles) were logged into a text file in a formatted manner including a timestamp. Since the data collection was designed as a “remote” study (cf. Section III), the users were asked to submit the resulting logs via email using the file share functionality implemented using an add-on [26].

III. USER STUDY

A. Volumetric Data

We used two different VVs kindly made available by Volograms [27] upon request: “Sir Frederick” and “Nico”, see Fig. 1. Both of these VVs depict a moving human. The selected VVs are represented as dynamic 3D meshes with texture information. “Sir Frederick” was a 60-seconds long VV, showing a man telling a story for the visitors of a castle [28], with ~25000 polygons and 1024 × 1024 pixel texture maps. “Nico” was a sample VV showing a surprised man which was 7-seconds long with ~16000 polygons and 1024 × 1024 pixel texture maps. Both VVs were 30 fps.

B. Setup & Procedure

Since the AR applications are generally designed to be consumed in any place desired by the users (e.g., their homes), in this study, we aimed to collect data for this scenario. Therefore, we designed a “remote” user study in which the participants use their own devices any time wherever they are.

For this user study, a marker image and an Android application package (APK) link were provided to the participants. Before starting, the participants were briefed about the aims of the project and informed that their movement will be recorded as a part of this user study. Following participants’ informed consent, they were asked to download and install the APK, which took between 10-30 minutes. Participants were also asked to place the marker on a horizontal surface, either by printing the image or displaying it on a device such as a tablet. The exact environment and device settings were unknown.

The participants were then asked to start the application, select the content, and watch the VV in this AR application “however they wish” without any specific instructions. They were not limited in duration so that their movement behaviour was recorded in a natural way without forcing them into a time pressure or uncomfortable situation while they are consuming the VV. Once they finished watching, participants submitted the log file to the researchers via email. The device location and orientation are always relative to a VV sequence that is facing +Y direction. The black arrow shows the initial VV orientation. The coloured arrows show the device position and orientation, and colours indicate time: blue is the beginning of user session and yellow is the end. It can be seen that this participant rotated the VV at one point while watching it, and this translated into a ring-like behaviour in (b).

C. Participants

Responding to a call announced over the institution’s email lists, 20 people participated in the data collection who did not receive compensation for participating. The data from these people (14 male, 6 female – mean age 30.2, std. 8.6) were used in the analyses. Similar to visual attention studies, for this user behaviour data collection, participants were selected among those who have not seen the contents beforehand.

IV. ANALYSIS & RESULTS

A. Preprocessing of the User Movement Data

As the user movement behaviour data was collected remotely, the marker was placed in varying orientations by the participants, see the arbitrary VV orientation indicated by the black arrow in Fig. 2 (a). To simplify the analysis, each point (i.e., the device location and orientation values) was rotated to align user movement data for different participants. First, the XYZ axes defined in computer graphics converted to the physical XYZ axes in which the XY plane defines the ground plane and Z axis is the height of the object. For this, two rotation matrices were calculated: RM1 for the rotation between RMY RMX RMZ[0, 0, 1]T and [0, 1, 0]T, and RM2 for the rotation between RM1 RMyRMxRMz[1, 0, 0]T and [1, 0, 0]T, where RMX, RMY, and RMZ are the rotation matrices for Euler angles. The user behaviour data points were rotated around the origin using the equation below:

\[ y = RM2 RM1 p \]  \hspace{1cm} (1) 

where \( p = [p_1, p_2, ..., p_n] \) \( \text{T} \) is a 6 × \( N \) array of data points, \( p_i = [x_i, y_i, z_i, u_i, v_i, w_i] \) is a data point for location (xyz) and texture information.

1The dataset and the analysis codes are available on https://sense.scs.sund.ku.dk/user-behaviour-analysis-of-volumetric-video/
Fig. 3. 2D histograms of users’ locations relative to the volumetric video on the ground plane for (a) “Sir Frederick” and (b) “Nico”. The volumetric video is placed in the centre (0,0), and the human in the volumetric video faces towards bottom of the page as shown on the side.

orientation (uvw) values in 3D space for \( i \)th element, \( y \) is the output aligned \( 6 \times N \) array, \( N \) is the number of data points.

Fig. 2(b) shows the “aligned” user behaviour data points after this preprocessing operation.

B. Quantitative Analysis

1) Distribution of viewpoints: Fig. 3 shows the 2D histograms of participants’ locations (or viewpoints) relative to the VV, and the results indicate that participants spent a great deal of their time looking towards the face and frontal body of the VV. The horizontal distances they spent most time in are ~1.1 units for “Sir Frederick” and ~1.5 units for “Nico”.

2) Distance from the volumetric video: In Table I, we report the average distance between each participant and the VV in terms of VV height. This information can be used in viewport prediction, visualisation, etc. We can observe that the average horizontal (on ground plane) and 3D space distances are around 1.66 and 2.37 times of the height, respectively.

3) Distribution of viewing angles: As shown in Fig. 4, participants spent around 44% of their time looking at the front of the VV (±20° difference from centre) and 72% of their time looking at a larger but still frontal arc of ±60°. Participants were also in agreement with one another in their vertical viewpoint distribution. Fig. 5 shows that participants spent around 44% and 74% of their time looking at VV with a slope of [35°, 55°] and [30°, 60°], respectively.

C. Limitations

This study focuses on entertainment, education, telepresence, and remote collaboration scenarios. As these scenarios focus almost always on capturing and displaying humans, only human models are selected and used in this study. Therefore, the results are only valid for two similar human models, and further studies are required for other types of contents.

In this study, user behaviour data was collected only from “remote” participants using smartphones to replicate daily use conditions for AR applications. The data collection will be extended including lab-based participants and head-mounted displays in future work, for further validation of our findings.

V. CONCLUSION & FUTURE WORK

Our analyses provide valuable insight into user behaviour in the sense how people consume the VV in a mobile AR application that uses a smartphone. Results show that the participants spent most of their time watching the VV from frontal view, which is in agreement with previous studies. Additionally, in this paper, the average distance of each participant from the VV is reported which can be used for VV rendering (i.e., minimum mesh resolution or point size), viewport prediction, or adaptive streaming rate-utility calculations.

In future work, we would like to update this mobile application to use it as a framework to conduct QoE studies for volumetric use in AR. People would approach AR visualisations for entertainment or commercials in a smartphone differently than a remote collaboration application presented with a head-mounted display. Therefore, we aim to conduct bigger comparative studies in the future to generalise our findings in this paper.