The Effect of Temporal Sub-sampling on the Accuracy of Volumetric Video Quality Assessment
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Abstract—Volumetric video content has attracted increasing research interests over the last decade, as it facilitates the integration of dynamic real world content in virtual environments. Point cloud is one of the most common alternatives to represent volumetric video content. Yet, such representation requires an enormous data storage and pose significant greater pressures on compression algorithms compared to the standard 2D video. This challenge has unleashed a new wave in the development of novel point cloud compression technologies, which need to be evaluated in terms of production quality. Due to the high dimensionality of the data, evaluating the performances of relevant coding algorithms can be time consuming. This puts a barrier on optimizing coding algorithms with complex, but perceptually accurate, objective quality metrics. In this study, we thus explore the possibility of reducing temporal-dimension of the content under-evaluation, i.e., temporal sub-sampling, for objective quality evaluation without sacrificing from the correlation with the subjective opinion. In addition, we exploit different temporal pooling methods to further make the quality evaluation procedure more efficient. In total 30 different objective quality metrics were tested on the V-SENSE volumetric video quality database. According to experimental results, there is no need to employ full frame-rate (30 fps) assessment to reach the meaningful correlation for the considered quality metrics. These observations could be referred to reduce the computation complexity regarding the evaluation and optimization of the relevant compression algorithms.

Index Terms—temporal sub-sampling, volumetric video, quality assessment, point cloud

I. INTRODUCTION

Recent advancements in acquisition and display technologies enabled a more immersive form of imaging. Being one of these immersive imaging technologies, volumetric video (also known as 3D video or free-viewpoint video) makes it possible to capture 3D objects in the real world and to display them from any angle the viewer wishes to look [1]–[3], see Fig. 1.a. The sequence of reconstructed 3D objects can be stored as textured polygonal meshes or point clouds [4], which can be used in augmented reality and virtual reality scenarios.

Using state-of-the-art techniques, the generated volumetric video sequences can be compressed and transmitted over the Internet. In this context, quality assessment is crucial to ensure that the compression and transmission operations do not degrade the sequence too much or to guarantee highest quality of experience (QoE). Since “quality” is subjective by definition [5], conducting user studies is the golden standard for visual quality assessment. Hence, user studies have been used for subjective quality assessment of volumetric video [4], [6], [7]. Nevertheless, these user studies are both time and resource expensive to conduct.

Objective visual quality assessment metrics are commonly used to estimate the perceived visual quality without conducting a subjective user study. These metrics generally work for a specific data representation, e.g., image-based metrics work on pixels and point-based metrics work on points in 3D space. There is a plethora of metrics that were designed for traditional images [8], and there are some metrics that were developed for point clouds (Please refer to Section III-B for more details) for volumetric video quality assessment [9]–[11]. Recent studies also show that the volumetric videos can be rendered as images and traditional image quality metrics can be used for quality assessment [12]. The current challenge for objective quality assessment for volumetric video is that the sizes of volumetric

---

Fig. 1. Visualization of (a) a sample volumetric video frame and (b) a uniform temporal sub-sampling scheme, where the sampled frames are shown in color while others are shown in black and white.
video sequences are big, and the objective quality evaluation procedure can thus be time-consuming. Therefore, in this paper, we seek answer to the following question: “Can we speed up the metric computation for volumetric video quality assessment without sacrificing the accuracy?”

In the literature, temporal sub-sampling methods have been used to reduce the amount of calculations and increase prediction accuracy in video quality domain [13]–[15]. Tu et al. conducted a benchmark study on pooling methods for blind video quality assessment [15]. Authors concluded that pooling method choice is content dependent and an ensemble method could improve the results for such ill-posed problems. Seuffert et al. [14] suggested that the arithmetic pooling works better than sophisticated pooling methods for sequences of length in order of minutes. However, to the best of our knowledge, these approaches have not been investigated for volumetric video content as the volumetric video with subjective quality annotations were not available until recently [6].

In this paper, we study the effects of temporal sub-sampling on the accuracy of quality assessment models for volumetric video sequences, see Fig. 1.b. In particular, we focus on volumetric videos represented as point clouds. Moreover, we also analyze the effect of temporal pooling methods on the quality assessment of volumetric videos. The results provide insight for speeding up the objective quality estimation for volumetric video sequences, which will be useful for the community.

II. TEMPORAL POOLING METHODS

Considered temporal pooling methods are described in this section. $F_i$ is the $i_{th}$ frame in the video with an objective quality score of $q_i$. $i$ ranges from 1 to $N$, where $N$ indicates the last frame of the video. Finally, quality score of the video is denoted as $Q$. Table I lists the pooling methods which is used in the experiment. Formulas and selected values for the adjustable parameters are given in the table.

Arithmetic mean is calculated as the mean value of quality scores across frames within a video. Harmonic mean uses a similar definition with negative exponent to have higher impact on frames with lower quality. Minkowski mean is a generalized version of the arithmetic and harmonic mean with an adjustable parameter. VQ-Pooling was proposed as a pooling method considering both spatial and temporal domain [16]. We use temporal component of VQ-Pooling as its adapted version proposed in [15]. Concretely, individual quality scores of all frames are clustered into two groups utilizing the K-means algorithm, which were denoted as $G_L$ and $G_H$. Afterwards, the overall quality prediction is calculated as stated in the table. $|G_L|$ and $|G_H|$ is the cardinality of respective clusters. $w$ is defined as shown in the table with $M_L$ and $M_H$ is the mean value of clustered scores. Similarly, percentile pooling also signifies the impact of frames with lower quality scores [13]–[15]. An adjustable parameter $\kappa$ was used to increase or decrease this impact. $P_{10\%}$ was defined as the set of frames, which belongs to lower $\kappa_{10\%}$ percentile. Primary pooling take advantage of the tendency of observers, where beginning of the video has a higher impact on overall quality score. Recency effect captures the opposite behaviour, where observers remember the last part of the video while evaluating the overall quality. An adjustable parameter $\alpha$ can be used to increase or decrease these effects [15], [17].

III. EXPERIMENTAL SETUP

In the following subsections, we briefly describe the dataset and selected quality metrics, explain the selected temporal sub-sampling rates, and describe the selected evaluation criteria.

A. Dataset

Extensive experiments were conducted on the vsenseVDB2 dataset [4] to answer the aforementioned question. This dataset consists of 8 different sequences, see Fig. 2. The sequences were encoded using different compression algorithms at different bitrates, following the MPEG common test conditions. The compression algorithms were G-PCC [18] and V-PCC [18] (both with all-intra and random-access options) for point clouds. These compressed and reconstructed volumetric video sequences were then rendered in Blender using a camera orbiting the 3D model. Then, the subjective quality scores of the rendered sequences, i.e., Mean Opinion Scores (MOS), were collected from a subjective experiment conducted using the absolute category rating with hidden reference (ACR-HR) methodology with a traditional display. The collected MOS values were also made available along with the point cloud sequences. Interested readers are recommended to refer to the original paper [4] for more details.

In our study, we compute both point-based and image-based quality metrics for the evaluation of volumetric videos. Point-based metrics are computed using both the reference and

<p>| Table I: Definitions and selected parameters for pooling methods. |</p>
<table>
<thead>
<tr>
<th>Pooling method</th>
<th>Formula</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic mean</td>
<td>$Q = \frac{1}{N} \sum_{i=1}^{N} q_i$</td>
<td>-</td>
</tr>
<tr>
<td>Harmonic mean</td>
<td>$Q = \left( \frac{1}{N} \sum_{i=1}^{N} q_i \right)^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Minkowski mean</td>
<td>$Q = \left( \frac{1}{N} \sum_{i=1}^{N} q_i^p \right)^{\frac{1}{p}}$</td>
<td>$p = 2$</td>
</tr>
<tr>
<td>VQ pooling</td>
<td>$Q = \frac{1}{</td>
<td>G_L</td>
</tr>
<tr>
<td>Percentile pooling</td>
<td>$Q = \frac{1}{P_{10%} \cap {i \leq L}} \sum_{i \in P_{10%} \cap {i \leq L}} q_i$, Percentile = 10%</td>
<td>-</td>
</tr>
<tr>
<td>Primacy pooling</td>
<td>$Q = \sum_{i=1}^{L} w_i q_i$, $w_i = \frac{\exp(-\alpha i)}{\sum_{j=1}^{L} \exp(-\alpha j)}$, $0 \leq i \leq L$, $L = 360$, $\alpha = 0.01$</td>
<td>-</td>
</tr>
<tr>
<td>Recency pooling</td>
<td>$Q = \sum_{i=1}^{N} w_i q_i$, $w_i = \frac{\exp(-\alpha (N-i))}{\sum_{j=1}^{N} \exp(-\alpha j)}$, $0 \leq i \leq L$, $L = 360$, $\alpha = 0.01$</td>
<td>-</td>
</tr>
</tbody>
</table>
B. Selected quality metrics

We experimented with 11 image-based and 19 point-based quality metrics. Image-based metrics include PSNR, SSIM [19], and 9 other metrics. In [20], Sandic-Stankovic et al proposed MP-PSNR based on multi-scaled pyramid decomposition. Mean Square Error (MSE) was used to quantify the distortion between the reference and distorted image in sub-bands. Similarly in [21], MW-PSNR was proposed based on morphological wavelet decomposition. Multi-scale wavelet MSE was further utilized to calculate final image quality. Later, reduced versions (RR) of the MP-PSNR and MW-PSNR was proposed in [22]. RR versions use only detail features from higher scales of the decomposition pyramid. By assuming the geometrically relevant distortion is the dominant degradation in free-viewpoint videos, the EM-IQM was presented in [23] to calibrate the structural-deformations. Analogously, to quantify the structural distortions from a higher semantic level, the SI-IQM was proposed [24]. NIQSV [25] was introduced by Tian et al. by quantifying non-smooth regions via morphological operations. Later on, it was extended as NIQSV+ [26] by incorporating an extra indicator for disocclusion areas. A learning-based blind metric APT [27] was developed by adopting an auto-regression (AR) descriptor.

Point-based metrics considered in this study are based on three main approaches: point-to-point [9], point-to-plane [10], and plane-to-plane [11] differences in 3D space. The term “plane” refers to the plane of a point defined by its normal vector. The missing point normals were estimated using Matlab’s `pcnormals` function. The geometry metrics are computed using either root mean square (RMS) distance, mean square error (MSE), or Hausdorff distance measures. Minimum, mean, and median are also used to pool the difference.
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<table>
<thead>
<tr>
<th>k</th>
<th>1-fps</th>
<th>2-fps</th>
<th>3-fps</th>
<th>5-fps</th>
<th>6-fps</th>
<th>10-fps</th>
<th>15-fps</th>
<th>30-fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>2-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>3-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>5-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>6-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>10-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>15-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
<tr>
<td>30-fps</td>
<td>0.7827</td>
<td>0.7628</td>
<td>0.7469</td>
<td>0.7340</td>
<td>0.7249</td>
<td>0.7189</td>
<td>0.7142</td>
<td>0.7089</td>
</tr>
</tbody>
</table>

In geometry difference, color differences are also calculated using point-to-point correspondence. For this, MCE or PSNR is calculated from the differences between the corresponding points’ assigned color values. These color metrics are calculated for Y, U, and V channels.

C. Temporal sub-sampling rates
The frame-rate of the sequences in the vsenseVVDB2 dataset is 30 (fps). For a frame-rate k, we take the first frame among 30/k frames and skipped the rest, where the divisor k ∈ K = {1, 2, 3, 5, 6, 10, 15, 30}, see Fig. 1.b. This allowed us to uniformly sub-sample the videos.

D. Evaluation criteria
To evaluate the effect of temporal sub-sampling on volumetric video quality assessment accuracy, this paper uses the Pearson correlation coefficient (PCC) and root-mean squared error (RMSE) for prediction accuracy and Spearman rank-ordered correlation coefficient (SROCC) for prediction monotonicity as recommended in [28]. Predicted scores are mapped with a 5-parameter logistic function before evaluation as recommended in [28]. Due to page limits we only report PCC values in the paper. SROCC and RMSE values can be found in the supplementary materials.

IV. RESULTS
The impact of temporal sub-sampling rate: Speeding up the computation of volumetric video quality assessment can be achieved via reducing temporal sampling frequency. To verify whether this can be achieved without sacrificing accuracy, we uniformly sampled volumetric videos from the vsenseVVDB2 dataset with 8 different temporal frequencies. In Fig. 3, 95% percentile ranges for the selected metric scores are presented, where the horizontal axis is the temporal sampling frequency in terms of frame per second. Each line corresponds to the stimuli “AxeGuy” compressed with V-PCC coding [18] at a certain level. While for higher performing metrics such as Color-Y and SSIM, the range of the metric score does not change along with the temporal sampling frequency; metrics such as EM-IQM and p2plane-Haus score fluctuate with the varied temporal sampling frequency. Similarly, Fig. 4 presents all the median metric scores for 16 different compressed versions of “AxeGuy” content. It can be observed that the majority of the metric scores are not affected by temporal sampling frequency. Therefore, metric performances are not significantly affected either. Table II presents the PCC values for each metric under different temporal sampling frequencies. It could be observed that metrics with higher performance (with PCC values higher than 0.5) have insignificant performance differences with varied temporal sampling frequencies.

The impact of temporal pooling method: Fig. 5 shows the scatter plots of the 128 point cloud stimuli in vsenseVVDB2 dataset. The horizontal axis in each plot is the metric score, while the vertical axis is the difference mean opinion score (DMOS) for each stimuli. In the figure, each column corresponds to a different objective quality metric and each row corresponds to a certain temporal pooling method. For instance, the distributions of the data points of the same column do not differ from each other significantly. On the contrary, the ones of the 3rd and 4th columns vary significantly across different temporal pooling methods. Table III presents the PCC values for each metric with different pooling methods. In the table, it is obvious that the change of temporal pooling method does not significantly affect the high-performing quality metrics (with PCC values higher than 0.5).

Combined effect of temporal sub-sampling and pooling methods: No particular pattern was observed in combined effect evaluation. We further confirmed that no pooling method has clear advantage over certain sub-sampling frequency. We provide a figure reporting the overall accuracy of each pooling
method for each sub-sampling rate in the supplementary materials.

V. CONCLUSION

In this study, we conducted comprehensive experiments with 30 different metrics to investigate the effect of temporal sub-sampling and temporal pooling methods on the accuracy of volumetric video quality assessment. First, we investigated the effect of the temporal sampling rate. Our findings indicate that, even by sub-sampling the frame rate to 1 fps, metric scores and the metrics’ performances do not show a significant difference compared to the full frame rate, i.e., 30 fps. In our experiment with different temporal pooling methods, we observed that better performances were achieved for image-based metrics by using the VQ-Pooling. We did not observe any categorical preference for color and point-based metrics among the tested temporal pooling methods.

Results show the temporal sub-sampling has minimal effect on metrics’ correlations with ground truth subjective scores. This observation indicates that compression artifacts affect the perceived quality of the volumetric video uniformly in time. Our findings suggest that with no significant loss in the accuracy of both types of objective quality metrics, calculations can be sped up to 30 times for stimuli with point cloud compression artifacts. It should be noted that further research is required to further extend current conclusions for other types of distortions.

Each considered pooling method has a different priority for the temporal dimension. In our experiments, we observed minimal changes in metric performances with different pooling methods. Similar to the sub-sampling experiments, this indicates the uniform impact of the point cloud compression artifacts on perceived quality.

Our results provide insight regarding performances of various objective metrics for quality evaluation of point cloud compression algorithms on volumetric videos. Additionally, we provide statistical analysis for temporal pooling method selection for each metric. Finally, we show that the objective evaluation of the point cloud compression is minimally affected by the temporal sub-sampling rate, which allows the community to increase the computation efficiency of objective quality evaluation without sacrificing accuracy.
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