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Abstract— In this paper we propose a sender side modification queues provisioned according to the DBP rule may result in
to TCP to accommodate small network buffers. We exploit the unacceptable large absolute variations in the queueiraydel

fact that the manner in which network buffers are provisioned ;. n: _ ; e
is intimately related to the manner in which TCP operates. n hlgh. delay b.andW|dth networks, and may be very difficult
to realise physically.

However, rather than designing buffers to accommodate the ; .
TCP AIMD algorithm, as is the traditional approach in networ k An alternative strategy to the DBP rule for buffer provi-
design, we suggest simple modifications to the AIMD algorittn to ~ sioning is to exploit statistical multiplexing effects ofgkets
accommodate buffers of any size in the network. We demonstte arriving at network buffers to justify arguments in favour
that netwprk_s with sr_nfall buffers can b_e design_ed thgt transprt ot smaller buffer sizes; see the recent papers [2], [7]
TCP traffic in an efficient manner while retaining fairness and . . .
friendliness with standard TCP traffic. a_nd the references thergm for a summary of work in this
direction. Roughly speaking, these papers all suggesbihat
may expoloit statistical multiplexing of TCP flows to enable
|. INTRODUCTION deployment of much smaller router buffers than that suggest
. . . . . by the DBP rule (without adversely affecting link utilisati).
.Akey issue in the design ofmternet. router_s s that Of.bUﬁ hile approache(s of this type a};e of m(grit, and cerﬁainly
sizing. Rogter .buffers are usually sized with two prlmar}Srovide key insights into the behaviour of networks, theg ar
objectives in mind. crucially dependent upon the assumptions that (i) the buffe
(i) Accommodating short-term packet bursBBue to the of interest serves a large number of flows at any instant of
nature of transport protocols such as TCP, internet traffigne and (i) only a small proportion of flows perform an
tends to be bursty. Should too many packets arriy@MD backoff in response to network congestion (i.e. flows
in a sufficiently short interval of time then the egresgre not synchronised). If these assumptions do not hold then
link lacks the capacity to process all of the packetsrovisioning network buffers in this manner will lead to poo
immediately. The first job of the router buffer is toylisation of the bottleneck link bandwidth. This is illuated,
mitigate packet loss due to bursts by accommodatifgr example, in Figure 1 which shows link utilisation versus
these packets in a queue until they can be serviced. pyffer size for a single TCP flow and for 100 TCP flows.
With a single flow, when congestion occurs the flow reduces
(i) Ensuring AIMD throughput efficiencyost network traf-  the number of packets in flight by half. When the queue size is
fic is carried by the TCP. The AIMD congestion controkmg|, this leads to the queue emptying for a significantqaeri
algorithm used by TCP reduces the number of packeis time before the probing action of the AIMD congestion
in flight by half on detecting network congestion. Ifcontrol leads to it filling again. Hence, link utilisation is
network queues are too small, this backoff action wilpywered. With 100 flows, at any given congestion event on
cause them to empty with a corresponding reduction gyerage only a relatively small proportion of flows will bak
link utilisation. and hence the likelihood of the queue completely emptying is
Router buffers are designed with both of these objectiveslass. This statistical multiplexing of flow backoffs meahatt
mind; the buffer size should be large enough to accommodéte utilisation is on average higher.
typical packet bursts in the network, and should be chosen toThe example in Figure 1 also indirectly highlights a further
so that the buffer does not empty for significant periodsroéti fundamental issue. In this example all flows are long-lived
when TCP responds to network congestion. The typical rule @fid the number of flows is constant over the life of each
thumb in the design of router buffers is to provision the buff experiment, but in practice a network can be expected to
to be equal to the bandwidth of the link served by the routeontain flows with a broad mix of connection sizes and where
(measured in packets per second) multiplied by the averdtmvs frequently start/stop. In such a rapidly changing jpack
round trip time of the flows utilising the routeR{'T,..): the switched environment, it is far from straightforward to defi
Delay-Bandwidth ProdudiDBP). While provisioning network or to measure, the "number of flows” at any instant. Further,
buffers in this manner has served the networking communitye traffic mix can be expected to change significantly over
well in the past, it is generally accepted that buffers irufat time e.g. over the course of a day. It is unclear how buffer
routers are unlikely to be provisioned in this manner. Faizing rules based on the number of long-lived flows might be
example, strong arguments are given in [1] to suggest thagiplied in such environments.
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T T T et T time, i.e. the number of packets in flight. On safe receipt of

° data packets the destination sends acknowledgement (ACK)
osf l packets to inform the source. When the window size is
o exhausted, the source must wait for an ACK before sending
a new packet. Congestion control is achieved by dynamically
or 1 adapting the window size according to an additive-increase

multiplicative-decrease (AIMD) law. Roughly speakinggth
basic idea is for a source to probe the network for spare

link utilisation (%)

85

© capacity by increasing the rate at which packets are irgerte
o into the network, and to rapidly decrease the number of gacke
sof 1 transmitted through the network when congestion is detfecte
© through the loss of data packets. In more detail, the source
S ‘ incrementscwnd; (t) by a fixed amounty;/cwnd;(t) upon
B ez os I . L AL R receipt of each ACK. On detecting packet loss, the variable

cwnd;(t) is reduced in multiplicative fashion t6;cwnd,; (t).
Fig. 1.  Link utilisation vs buffer size and number of TCP flo@&'S  Standard TCP uses the values= 1 and3; = 0.5.
simulation: bandwidth 100Mb, average delay 80ms). While the basic function of congestion control is to regelat
network congestion, it is clearly desirable to also ensheg t
the network flows, on aggregate, fully utilise the available
These observations suggest that one must either dynaynicaltwork resources. Consider, initially, a network with agsé
adjust the router buffer size to regulate utilisation (egg@sted bottleneck link (multiple bottlenecks will be considereder).
in [?]) or adjust the end-to-end protocols themselves so aswighen the network experiences congestion the link buffer is
ensure high network utilisation (irrespective of the leeél fy|l and the network bottleneck is necessarily operating at
flow synchronisation, or the number of flows traversing thighk capacity. The corresponding data throughput through t
link). In this paper we explore the latter of these altene®i bottleneck link is given by
We suggest modifications to the TCP AIMD algorithm to n
address the buffer-provisioning problem in a way that rntai R(k)~ = Z L(qk) — B (1)
the benefits of statistical multiplexing when many flows shar = T+ g
a link while also achieving good link utilisation with smallyynere & indexes the instant just before sources respond to
numbers of flows. We exploit the fact that the manner ifne 'th network congestion event and; denotes the value
which network buffers are provisioned is intimately rethtegs cwnd; when congestion is detected by each soufgds
to the manner in which TCP operates. However, rather thg{g |ink capacity,gn.. is the bottleneck buffer sizel} is
designing buffers to accommodate the TCP AIMD algorithrj,e round-trip-time experienced by thi&h source when the
we suggest simple modifications to the AIMD algorithm t@)gttieneck queue is empty afd + gy, /B is the round-trip
accommodate buffers in the network. We shall see that Wifihe when the queue is full. Het®(k)~ denotes an event just
only minor modifications to the AIMD algorithm, networkspefore packets are dropped due to overflow of the buffer, and
with small buffers can be designed that transport TCP traﬁjg(k)Jr after each source has responded tokttie congestion
in an efficient manner. event by reducing its number of packets in flight.
Our paper is structured as follows. We begin the discussiompe |et Bi(k) = B; if flow i experiences a loss at théth
by reviewing the origins of the DBP rule and by discussingongestion event and otherwisg(k) = 1 (i.e. flow i does not

the relationship between queue provisioning and throughmbckoﬁ)_ Then, following congestion, the data throughjsut
through the link served by the buffer. We then revisit the DBRen by

rule and suggest an alternative strategy to maintain high li n
utilisation through the bottleneck link. As discussed abov R(k)T = Z Bi(k)wi (k) )
our proposal involves suggesting minor modifications to the P T;

standard TCP algorithm and we discuss the relevant imple-

o X . . under the assumption that the bottleneck buffer emptikis
mentation issues, including presenting a number of netwotiFe sources backoff too much, data throughput will suffer as

meas_urements that demonstrate the eff_|cacy of the pmpoﬁ?gqueue will empty for a period of time and thus the link will
algorithm in real networks. We also examine the effect of¢he : : .

e . ) . %perate below its maximum rate. A simple method to ensure
modifications on the fairness, friendliness and convergenc . im throuahput is to equate the rafeid)~ and R(k)*
rate of networks carrying TCP traffic. Finally, our concluss gnp 9 '

X . ) This can be achieved by enforcing the following constraint,
are summarised in Section 8. y 9 9

T; RIT,in
Bz e = ®

Il. THE DELAY-BANDWIDTH PRODUCT T; + s RT e
RULE For a given choice of; one may seek to choogg,., such

AIMD congestion control operates a window based conge$at R(k)™ = R(k)~ for all k. Evidently, for the case of
tion control strategy. Sourceé maintains an internal variable _ , _ _
d. (the conaestion window size) which tracks the numb This assumption mergly streamlines the pre_s_entatlonelt]tleue does not
cund; ( g ! ! €hpty at thek’th congestion event, we have trivially th@(k)+ = R(k)~
of sent unacknowledged packets that can be in transit at amy link utilisation is 100%.



networks employing standard TCP, nam@gJy= 0.5, it follows increases. Thus, when there are many flows the opportunity

Gmaz > BTy,. This is the origin of the DBP rule. exists to use smaller queues with little loss in efficiendyisT
behaviour is illustrated, for example, in Figure 4. In theggfie
A. The DBP Rule & Statistical Multiplexing the minimum queue size to ensure 99.99% link utilisation is

|-plotted as the number of competing TCP flows is increased.

The DBP rule is derived from consideration of link uti
isation in the worst case where all flows backoff at eac-Flhe o markers denote results when the TCP flows all have

congestion event. While this situation applies when only ,th same round-trip time and the delay-bandwidth product

single TCP flow is present, it also also occurs with marly 8° Packets. It C"’Ln be seen thﬁt fgrlup bto f’jS 'Ijlor\:vs |td|s
flows provided that the flows are synchronised i.e. every ﬂoo\pgessaryhto size the qfueue r‘?‘t the delay-bandwi '; gro uct
experiences a loss at every congestion event. When flows 3dn9 to the presence of synchronisation. However, fordarg
not synchronised, by definition only a proportion of flowgumbers of flows the queue size required rapidly fa!ls _to
backoff at each congestion event. Thus on average m@lré’u,nd 50 packets. Note that in this example the provisgnin
packets remain in flight than in the synchronised case afgfiuirement does not fall below about 50 packets as the
so the queue is less likely to empty. Consequently uno{él'lmbel’ of flows is increased further. Figure 4 also illusisat
unsynchronised conditions we expect that the link utisat 1€ corresponding behaviour when the flows have different
will be strictly greater than under synchronisation (asisigm round-trip times. We can see that in this case large quewes ar

the queue is sized less than the BDP - otherwise the utd'rsat§ti|l necessary for_ small numbers of flows but thgt the queue
is trivially always 100%). This behaviour can be seen, fdprovisioning requirement quickly decreases and, indeits f

example, in Figure 3 which shows the link utilisation ackigv substantially below the 50 packet limit that was evidentia t

by two TCP flows as the round-trip time of the second flow {€&Me round-trip time case.

varied. While the link utilisation varies in a complex manne
as the flows move in and out of synchronisation (this type of

100

behaviour is well known and associated with so-called phase
. o ool
effects), |F can be seen that the ut|I|sat|<_Jr_1 always re.sp‘d!ret b o0 o o
synchronised case lower bound on efficiency that is marked e -
on the figure. ol Lo
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Fig. 2. Dumbbell topology.
00 50 1[‘)0 150
number of flows
100 ; ; ; ; ; ; ; ; ; Fig. 4. Minimum queue size for 99.99% link utilisation vs nioen of TCP

flows. Dumbbell topology. Keyo flows have the same round-trip time (
T>=1.2ms);+ flows have different round-trip timeg% uniformly distributed
in interval [0,30ms]). (VS simulation, T’ = 50ms, T1=1.2ms, B=10Mbs).

95T b

ST v ey | In general, we expect that the actual reduction in queue size
. . . e that can be achieved while maintaining a required link aHi
tion depends in a complex manner on details of the network
sof 8 and prevailing traffic conditions. Nevertheless, under som
simplifying assumptions (flow backoff’'s are independent, i
dividual flow congestion windows are uniformly distributed
about the same average size and there are sufficiently many
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ flows that the aggregate is normally distributed) Apperezell
TR E T o E® et al[1] shows that the queue size can be scaletl/agn and

the utility of this result is confirmed by considerable enyat
Fig. 3.  Link utilisation vs difference in round-trip timeorftwo TCP  ayidence.
flows and a dumbbell topology. Solid line marks link utilisat with drop

synchronisation. /'S’ simulation,T" = 50ms, T1=1.2ms, B=10Mbs, queue  Note however that this reduction in queue size is crucially
size scaled withl; to maintain a constant provisioning ratio of 0.75). dependent on (I) the presence of many flows and (ii) absence
of synchronisation. With few flows or when synchronisation
Appenzelleret al [1] and others have observed that synchras prevalent, high link utilisation continues to requirege
nisation becomes rare as the number of competing TCP flolusffers provisioned in line with the DBP rule.

link utilisation (%)
+
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[1l. REVISITING THE DELAY-BANDWIDTH PRODUCT RULE  \; = 1 for all flows¥. AIMD flows with increase and decrease

ADAPTIVE AIMD parameters chosen such that the ratjg(1 — 3;) is the same
will be fair if they have the same round-trip time and the
The discussion in Section Il illustrates a key property afame probability\; of experiencing a loss at congestion, see,

networks that are designed to carry TCP traffic: namely, thigr example, Figure 6. Hence, we adjust according to
gueue provisioning is strongly coupled to the parameters of
the TCP AIMD algorithm. With reference to Equation (3), a; = 2(1 - ;) (5)

- . Lo . 4 _
e;ftlment Ir']nk ut|I|sz€\_t|on 'S a;c't;leveld v(\;hef(k) _d Rff) so thata; is decreased ag; increases thereby maintaining
after each congestion event. As aready diScussed, o egyraai/(l —[;) = 2. Aratio of 2 is selected as this corresponds to

to achieve this goal is the I_:)BP rule. The DBP rule is, howevt?lgIe ratio for standard TCP, whetie = 1, 3 = 0.5. In this way
only one qf many stra.teg|es that cpuld be adopte_d to ENSWE maintain backward compatibility and friendliness todgar
that Equation (3) is s_at|sf|ed. In particular, for any giverege legacy TCP flows (backward compatibility and support for
SiZ€ gmaz ONE May simply set incremental rollout are discussed in detail later).

RT T in,i

Bi = 7RTTmam,i 4) 120

100+

for all 7; thereby ensuring thak(k)* = R(k)~ for all k. The
effect of this AIMD modification can be seen in Figure 5. In
this example the queue provisioning is less than the delay-
bandwidth product and the queue empties for a substantial
period following backoff by a factor of 0.5 (see the first
backoff event in the figure) with an associated reduction in
link utilisation. Once the flow adjusts its backoff factorttee
level of buffer provisioning we can see that the queue now

@©
=]

cwnd (packets)
(2]
o

N
o

just empties following a backoff event and the link contigiue 2

to operate at capacity as desired. With this approach, metwo oo P02

gueues are provisioned to accommodate the level of packet % 0 2 ) 2 0
burstiness and to meet latency and jitter requirementserat time (s)

than to accommodate the TCP AIMD parameters. Fig. 6. Example of window fairness between two TCP sourcdis different

increase and decrease parameters (NS simulation, netaosknpters: 10Mb

120 bottleneck link, 100ms delay, queue 40 packets.)
1oor 7 Comment: Different RTTs. It is interesting to note that
the proposed scheme elegantly deals with the situationevher
sof 8 competing flows have different round-trip times. In this
onnd (packets) situation, with standard TCP for 100% utilisation the DBP
s , rule requires the buffer to be sized according to the largest

round-trip time. Of course, it is probably preferable to use

instead an average round-trip time in order to avoid exeessi

gueueing delay for those flows with short round-trip times,
T:‘ueoccupan;y‘(packets; . y albeit at the price of reduced link utilisation. In contrasith

rd "~ A the adaptive scheme the buffer size is selected indepdpdent

) y of the round-trip times of the flows and decision making

) ““2‘5 e is instead located at the network edges where each flow is

me® individually responsible for adjusting its own backoff fac

Fig. 5. Congestion window and queue occupancy time histavith adaptive appropriately. In this way we avoid the trade-off between

AIMD algorithm. The delay bandwidth product is 85 packefs.q simulation, high link utilisation for flows with long round-trip times

bandwidth 10Mbs, RTT 100ms, queue 25 packets) and low queueing latency for flows with short round-trip tene

40 R

20F /

. Comment: Constraining [ variations. Increasing
Adjustment of the flow backoff factors; can lead 1o the backoff factor 5 to improve efficiency decreases

Enfawnglss be;[weznbcompf_tmg flows. How;ver, ga_urntess (t: ponsiveness (as measured by number of congestion epochs
€ readily restored by making a corresponding adjustment, ol .o, convergence). Conversely, decreasing the backoff

Epgpﬂﬁw Increase .Fgr_ame;tﬁtﬁé- In a netvlzork of cgmpetllné:] factor increases responsiveness but decreases efficiahcy,

ows, In equriibrium the meag,pea congestion WiNdoW,st when queues are small. This issue is discussed in
of flow ¢ is proportional toW [?], where )\;
denotes the _proportlon of network C(_)ngestlon events_ attwhic 2Note that)\; here is quite different from the loss event probabilitghat
flow ¢ experiences a packet drop (in the synchronised casesed in the Padye square root formula [2].



detail in Section?? below. Note that large queues resolve
the tradeoff between efficiency and responsiveness in favou
of using a small backoff factor. However, when queues are
small the situation is less clear. One approach is to reéstric
the backoff factor to an interval0.5, 8,42 The value
selected for(,,.. then reflects the preferred compromise
between efficiency and responsiveness. We suggest that
a reasonable choice fof,,,, in current networks might

be 0.8 for the following two reasons: (i) a backoff factor
of 0.8 ensures 100% link utilisation with queues sized at
only 25% of the delay-bandwidth product which is already
a fairly large reduction in the buffering requirement, and
(i) a backoff factor of 0.8 corresponds to a convergence
time of 7 congestion epochs for 80% convergence and 12
congestion epochs for 95% convergence and so the slow

link utilization (%)

i i i i i i ig. 7.
down in responsiveness is relatively small. While this ealL'ECP flow, or multiple synchronised flows. The solid line is tieoretical

is used ir_‘ the I‘eS'F of this paper, Other.ChQices of backoft limficiency curve given by Equatior?®) in the Appendix. (VS simulation:
are certainly possible and the final choice is left as futuvekw bandwidth 100Mb, RTT 40ms).

Comment: Implementation. We note that the feasibility
of obtaining reliable measurements of instantaneous RTT is
an open question and do not propose use of this quantity.
Minimum and maximum RTT are, however, relatively
straightforward to estimate and this is discussed in more
detail later. We note also that the proposed adaptive AIMD
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approach remains entirely within the well studied AIMD
paradigm: the only change proposed is to the AIMD
parameters used.
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A. Single Bottleneck

We begin by considering the case of a single network
bOttl_eneCl.('_ BY design, the gdaptwe AIMD SCheme_?nsurE@. 8. Link utilisation vs queue size and number of flows.n(haidth
full link utilisation across a wide range of queue provisian 155Mbs, delay 80-250ms). The solid line indicatek/a/n curve correspond-
levels (see Figure 7). In particular, for 100% utilisatiamder ing to the 98% case with adaptive backoff.
synchronised operation we require the queue size to best lea
25% of the delay-bandwidth product when the backoff factor

is constrained to be less thak,., = 0.8. the loss rate, measured as the proportion of sent packts tha
As noted previously, this is a worst case bound on quegge dropped, falls as the number of adaptive flows is inctease

size. When flows are unsynchronised, the opportunity existsis can be understood by noting that the adaptive algorithm
to use smaller queues with little loss in EfﬁCiency. This ié_djusts the flow increase and decrease parameters in a co-
illustrated, for example, in Figure 8. In this figure the geeuprdinated manner that maintains the same congestion epoch
sizes for 98% and 99.5% link utilisation are plotted as @uration, and thus number of packet losses, as standard TCP
function of number of flows for both the standard TCP AIMByhen flows are synchronised. The increased throughput with
algorithm and the adaptive AIMD algorithm proposed hergne adaptive algorithm means, however, that geportion

The results are for a network topology with a single botttdne of packets lost falls compared with standard TCP. Thus, the

link and round-trip times distributed in the range 80-250s adaptive algorithm protocol serves not only to increask lin
can be seen that there is a substantial reduction in the qugygsation, but also the network goodput as well.

provisioning requirement when the adaptive AIMD algorithm

is used. Also evident is the approximdté,/n dependence of ) )

queue size noted by [1]. We have obtained similar results o& Mix of Connection Lengths

a wide range of network conditions although space regtristi  Real network paths typically contain TCP flows with a

mean that we cannot include them here. wide mix of connection sizes. We can expect this to reduce
The foregoing results relate to link utilisation. Figure 3he benefits of adaptive AIMD as flows that complete before

illustrates the impact of the adaptive algorithm on the ekw exiting slow-start gain no benefit from adapting their AIMD

loss rate. This figure plots loss rate as the proportion béckoff factor. Further, it is possible that the presence of

standard to adaptive TCP flows is varied. It can be seen timaany flows in slow-start may increase the burstiness of ¢raffi



link utilisation (%)

loss/throughput

Fig. 9.

conventional TCP flows (out of 25 flows in total, remaining fiovare
conventional TCP flows)V S simulation, 155Mb bottleneck link, 40ms delay, .
queue 25 packets.
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Fig. 10. Link utilisation vs queue size and number of flows domix of
long-lived flows and web traffic. (bandwidth 155Mbs, delayZ8Dms).

C. Impact of Reverse Path Traffic

It is well known that reverse-path traffic can increase the
burstiness of the forward path TCP stream as a result of ACK
compression and ACK losses. Increased burstiness tyypicall
increases the likelihood of packet losses when small queues
are used, and may thus constrain the minimum queue size that
can be used. We note, however, that the cost of a back-off even
due to a reverse-path induced network burst is dependent on
the amount by which a flow releases bandwidth after a loss
event. In the presence of small buffers, the adaptive AIMD

Utilisation and loss rate as function of number of mite and algorithm acts to decrease aggressiveness and to inctease t

back-off factors of network flows. Thus, we expect to see an
improvement in network performance, compared to standard
TCP, on links with small queues and reverse path traffic.

We present two sets of experimental results to illustrage th
performance of the proposed adaptive algorithm in networks

arrivals. Recall that queue sizing is determined both by t

AIMD backoff characteristics and by the level of burstines

Figure 10 plots the queue size required for 98.0% and 99.%/19‘)?“0” of st;’:mciardltg ;eldapl'qvedTCP flows is r\]lilr'ed' Fegﬁlr
utilisation on a 155Mbs link with a mix of round-trip times shows results for ong-lived reverse path flows, while

and a mix of long-lived flows and web traffic. Web traffic con!:Igure 12 ?E(;;NS th?/vcorretsp%ntillrg rels_ultg W'ttrr'] Zoﬂlwongtﬁlﬁlve
nection sizes are generated according to a Pareto dimributlr_evzrse pa OW;SH : eﬁno.e tha ong:{ '\ée ' rad_er ants or_t
with exponentially distributed inter-arrival times besveweb Ived, reverse path trafic 1S the most demanding case as |

sessions. Web traffic is bi-directional and the overall nambC €8S sustained queueing on the reverse path, leading to
of web sessions is chosen such that the mean numberPEFSistent ACK compression and substantial ACK losses for

e forward path flows. It can be seen that the adaptive AIMD
ws achieve both significantly improved link utilisatioa.g.

which there is reverse path queuing, see Figures 11-
ﬂ%. These plots show link utilisation and loss rate as the

web sessions active at any time is approximately equal

the number of long-lived connections. Comparing Figure X o .
g paring g 1cheasmg utilisation from 55% to 79% with 20 reverse flows)

with Figure 8, we can see that the trends are similar; that ‘ Juced | te (b imately 50% dt
that the required buffer size tends to decrease as the num%%?]ézr;?recp ?Eiv;a e (by approximately 6) compared to

of flows is increased and that the adaptive backoff scheM&
supports significant reductions in buffer size, compareith wi )
standard TCP, particularly when there are smaller numbfersty Multiple bottlenecks

flows. Observe that the overall size of buffer required ibgat It may occur that packets are queued at multiple queues,
larger than that in Figure 8 when no web traffic is preserg.g. at the ingress and egress access links along a path or, as
This is perhaps unsurprising — we attribute this differetace considered in the previous section, due to reverse patfictraf

the presence of web flows persistently operating in slowt-st&€onsidering initially the worst case (from a link utilisati

mode resulting in both an increased level of packet burssineziewpoint) situation where flows are synchronised, it isydas

and an increased packet loss rate for long-lived flows. see that the proposed adaptive backoff strategy can bdyeadi



©
o

80
88 b
86 + + 1 75F + q
+ +
841 i
< = +
g 821 + + 1 L 70t . ]
c c
2 + 2 +
g sof 1 8
= = +
5 X 5
£ 78 1 £ 651 1
+
76 n T
+
741 — 60 —
i +
720 T+ i
+
70 . . . . 55 . . . .
0 5 10 15 20 25 0 5 10 15 20 25
number of adaptive flows number of adaptive flows
x10™ X107
10 17
[e]
[¢]
1.6 b
[¢]
o o b 15F b

loss/throughput
~ o0
T T
[}
o
o
| |
loss/throughput
= e I I
= N w S
T T T T
[¢]
O
| | | |

o
-
T
o
L

. . .
0 5 10 15 20 25 0 5 10 15 20 25
number of adaptive flows number of adaptive flows

Fig. 11. Utilisation and loss as function of number of adaptind conven- Fig. 12.  Utilisation as function of number of adaptive andnemntional
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TCP flows)with reverse path flows (10 long-lived TCP conmew). NS  TCP flows)with reverse path flows (20 long-lived TCP conreetd). NS
simulation, 155Mb bottleneck link, 40ms delay, queue 12&kpts. simulation, 155Mb bottleneck link, 40ms delay, queue 12&kpts.

extended to ensure high link utilisation at the congestekli respective network paths.
in multiple bottleneck topologies. At congestion we havatth

(k) Comment: Reverse-path QueueingNote also that since
Z ~=B  (6) RTT measures the two-way delay along a path it includes
Z; 1T+QJ( )/ B;) : P
the effect of reverse path queueing. In terms of adjusting
wherem is the number of links at which packets are queuetlpw backoff factors, we consider reverse path queueing to be
g;(k) is the queue occupancy of thiesuch link andB; the simply a multiple bottleneck situation. By using a value of

bandwidth. Selecting the backoff factor as RTTma.. that reflects reverse path queueing, our algorithm
T RTTim i will correctly adapt flow backoff factors to empty both the
pilk) = = S SR} = RTT,.. . (7)  forward and reverse path queues.
then after backoff, Comment: Variation in Bottleneck Number. The analysis
n T wi (k) also extends to situations where, for example as flows gidrt a
R(k)* = Z T, + Z " (k)/B; T =B (8) stop, the number of bottleneck links may vary - see example

below. To implement the backoff calculation in (7), we use

That is, the TCP flows adapt their backoff factors to jusRTT,,in,i/ RT Tmae,: aS before. Increases in the number of
empty all of the queues that they see along the end-to-ehd pdittleneck links generally lead to an increase in rourgl-tri
time and this will be immediately reflected in the value of

Comment: Number of Bottlenecks. Note that this RTT,,.. .. To capture changes that lead to a reduction in the
analysis encompasses situations where different flows maynd-trip time, we add exponentially fading memory to our
see different numbers of backlogged queues along thestimate ofRT'T,,., :;, namely at each congestion event we



reset ourRT'T,,q.,; €Stimate according to AIMD increase and decrease parameters in a co-ordinated
manner that ensures backward compatibility with legacy TCP
RTTnazi = RITmini + a(RTTimazi = RTTmin,iX9)  flows. This is illustrated in Figure 15, where in a network
with « < 1. We have not found the performance of th@f 25 flows the proportion of standard and adaptive AIMD
algorithm to be especially sensitive to the valueiafsed and flows is varied. It can be seen that the ratio of the mean peak
suggest that a reasonable value:ef 7/8, which corresponds congestion wmdqws of the standard and adaptive floyvs glways
to the fading memory already used in the smoothed RTSfays close to unity. Figure 9 shows the corresponding itnpac
calculation in TCP. on link utilisation. For the proposed adaptive AIMD algarit,
For example, consider the two bottleneck topology showhe can see that there is a strictly increasing gain in effayien
in Figure 13. Flow 1's fair share of the 100Mbs link is approx@s the number of adaptive flows is increased. That is, there
imately 50Mbs but owing to the 40Mbs link it cannot achievi an efficiency gain even if only a small percentage of flows
this. Hence, when only flow 1 is active, there exists a singHilise the adaptive algorithm.
bottleneck with packets queueing at the 40Mbs hop. When

flow 2 becomes active, flow 1 continues to be constrained 2
40Mbs throughput (with packets queueing at the 40Mbs lin| g ]
while flow 2 obtains 60Mbs bandwidth on the 100Mbs linl
(with flow 2 packets queueing at this link, along with flow 1 *°f 7
packets that are in transit). When a packet drop occurs, 1 ,,| i
round-trip time of flow 1 isTy + ¢1/B1 + g2/ B2 while that E
of flow 2 is Ty + g2/ B2 and the flow backoff factors adapt to < *?| o o ; ]
just empty all of the queues in the network, see Figure 14.: .| . |
£ o
S osf |
40Mbs 100Mbs g
1.5 ms 10ms O 06 4
0.4f B
021 B
Fig. 13. Two bottleneck topology. % s 10 15 20 25
number of adaptive flows

Fig. 15. Fairness of adaptive and conventional TCP flows wshau of adap-
tive AIMD flows (out of 25 flows in total, remaining flows are a@mtional

10 " T cwnd, (packets) TCP flows).N S simulation, 155Mb bottleneck link, 120ms delay, queue 125
T e packets. Network includes background web traffic of apprately 1% link
100 q; (packets) il bandwidth.

80+ / / / / / /
F. Experimental results

| A 7 In addition to NS-2 simulation tests, we have implemented
“‘ the adaptive AIMD algorithm in Linux and evaluated its per-

60,

T | | formance on an instrumented test-bed network. This network
: . g : consisted of six Linux Xeon 2.8HGz servers with PCI-X
2o \ Jiiiaiiiaiiy Intel Pro 1000 NICs and a similarly specified router running
RN P I : ; FreeBSD 4.8 and using DummyNet to emulate specified net-
e—— - work propagation delays. TCP traffic is generated usind.iper
e ©) Table | presents a sample of the results we have obtained on

Fig. 14. Example of backoff adjustment with cross-flow froBs80s (NS thls test-bed network for a range of network conditions,ugue
simulation, 2 hop topology of Figure 13, hop 1: 40Mbs, 1.5mtayg queue Sizes and number of flows. The reported throughput values are
30 packets, hop 2:100Mbs, 10ms delay, queue 80 packets.) averages taken over 10 minute test runs. The results oHtaine
are in excellent agreement with the theoretical analysié an
simulation results presented earlier.
. We have also carried out a number of tests over production
E. Support for incremental rollout networks. The range of network conditions and paths availab
Incremental rollout requires (i) backward compatibilitithv  to us over production networks is less flexible than in thé tes
legacy flows i.e. TCP friendliness, and (ii) that any promgbséed network and measurements are more limited - for example,
change to TCP yields worthwhile benefits without requiringie cannot alter router queue sizes or control/measure other
requiring universal adoption or a “big bang” rollout. As edt traffic sources. We have carried out tests on paths between
previously, the proposed adaptive AIMD algorithm adjusts iservers located at the Hamilton Institute (Maynooth, mdla



at CERN (Geneva, Switzerland) and Lawrence-Berkeley Ngend to increase the transit time for a packet and are there-
tional Lab (San Francisco, U.S.). In these tests the bettlers fore filtered out by taking the minimum. We have observed
a 20Mbs link located in Ireland. Results are shown in Table ithstead that the main estimation issues are associated with
for different numbers of flows. It can be seen that, in linehwitthe impact of route changes. Route changes thdticethe

our analysis, with adaptive AIMD the aggregate throughpapeed-of-light delay will be correctly detected by obsegithe
achieved is largely independent of the number of flows. Farinimum time elapsed between transmission of a data packet
reference, the corresponding results for standard TCPlswe and receipt of the corresponding acknowledgement. However
presented. Throughput is consistently lower than with eidap routing changes thahcreasethe propagation delay will not
backoff owing to under-buffering at the bottleneck link. be detected by this approach and so the valu&R®t ;.
estimated may be smaller than the actual propagation delay.

Link Pro?/i“;i’é‘r‘;ng ne- Link utilisation (%) In this case the backoff factor used in the adaptive AIMD
(% BDP) | Flows [ Standard]  With algorithm is too small, leading to a reduction in efficienoy f
TCP Adaptive that flow (at worst reverting to the conventional TCP backoff
Backoff factor of 0.5). While this might be resolved by adapting the
20Mbs, 25 1 86.35 96.20 . . . .
150ms 4 10 | 8830 04.95 RTT,,:, estimator in a suitable manner, we argue that it is an
2 25 | 73.90 83.30 unnecessary complication since substantial increasqseids
2 50 | 8375 89.45 of-light delay during the lifetime of a flow seem fairly rarech
40Mbs, 25 1 86.30 96.30 . o 7
75ms 4 10 | 8813 95.05 therefore the qverall potential for efficiency Ios; is minor
2 25 | 67.80 77.00 RTT,,.. estimates the sum of the propagation delay and
2 50 | 80.23 87.63 the maximum queueing delay along a path. The maximum of
200Mbs, 15 1 85.26 95.58 the instant RTT d usi ket ti i
25ms 8 10 | 89.91 96.08 the instantaneous (mea;ure using packet time stamps
6 25 | 90.13 96.49 in most modern implementations) frequently overestimates
4 50 | 90.98 94.49 RTT,,... owing to delays introduced by delayed acking and
TABLE | other short term increases in packet transit time (e.gimgut

EXPERIMENTAL MEASUREMENTS OF LINK UTILISATION VERSUS NUMBR  table updategtc may temporarily increase router forwarding
OF FLOWS FOR BOTH STANDARDT CPAND TCPwITH ADAPTIVE BACKOFF  delay). Spurious short term increases in round-trip time ca
OVER A RANGE OF NETWORK CONDITIONS be filtered out by using the maximum of tlsenoothedRTT
instead of the instantaneous RTT. The smoothed round-trip
time is already used within the TCP timeout algorithm and
so is readily available. While seeking to filter out spurious

Path No. Throughput (Mbs)

Flows Standard] Wit short-term increases, we do want our measurement to reflect
TCP | Adaptive longer term changes in delay due, for example, to changes in
Backoff the number of bottleneck links, routing changes and so on.
HI-CERN 1 15.0 19.2 ch hat lead . in del il b i diatel
(delay 5 174 101 anges that lead to an increase in delay will be immediately
30ms) 10 | 181 19.2 reflected in the value oRT'T,, ... As discussed previously in
IR 215 ig-g ig-é Section IV-D, changes that lead to a reduction in delay can be
(d—elay 5 157 189 tracked by. adding a fading memory to tid71,,,... estimate,
152ms) 10 | 16.8 19.2 see Equation (9).
25 | 117 19.2 Our ability to effectively estimat&®TT},,.; and RT T 0z i
TABLE I in challenging network conditions is illustrated in Figuté.

EXPERIMENTAL MEASUREMENTS OF FLOW THROUGHPUT VERSUS Here, the flow of interest shares a link with bidirectional
NUMBER OF FLOWS FOR BOTH STANDARDTCPAND TCPwiTH ADAPTIVE ~ Web traffic. The web traffic, which is stochastic and bursty
BACKOFF OVER PATHS IN THEINTERNET. in nature, creates complex variations in both forward and
reverse path queueing delays. It can be seen that the
adaptive backoff scheme nevertheless performs well, ctbyre
adjusting the backoff factor and rejecting the spuriousylel
V. IMPLEMENTATION spikes generated by the web traffic. Further evidence of
The proposed adaptive AIMD algorithm requires that eaghe practicality of estimatingR71,i,,; and RT T4, iS
TCP flow estimateRTT,,:n,; and RTT,,.. ;. While the fea- provided by the experimental tests discussed in the previou
sibility of obtaining reliable measurements of instantame section. While limitations on the range of experiments that
RTT remains an open question, minimum and maximum RTWe are able to perform mean that we canpatve correct
are relatively straightforward to estimate and this is gésed performance under all conditions, the foregoing analysis
in more detail in this section. and results do provide good support of correct operation in
RTT,,:» is the speed-of-light round-trip propagation delapractical situations.
along the path of a flow. We base our estimat&®afT,,;, on
observing the minimum time elapsed between transmission ofComment: Smoothed RTT & Throughput. We note that
a data packet and receipt of the corresponding acknowledgeoothed RTT reflects the average delay experienced by a
ment. This estimate is largely unaffected by variable fectolarge number of packets. It is therefore closely relatechto t
such as queueing delays and reverse path traffic as thaskieved throughput sustained over several round-tripgjim
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from which we can see that substantial changes in this gyanti
are rarely spurious. This also leads us to the possibility of
adapting the backoff factor based on throughput rather than 2}
round-trip time measurements if so desired. For example, we
have that the backoff factor can be expressed as

Bi ()
B (4)
where B; (k) is the throughput of flowi immediately be-
fore the k'th congestion event,B; (k) the throughput of
flow i immediately after thek’th congestion event. Both * VZ

guantities are readily measured from packets ACK’ed over
a round-trip time. This avoids the need to measure the ratio 0 ‘ ‘ ‘ i i i ‘ ‘ ‘

H
@
=)

(10)

cwnd [packets]

Bilk+1) = mjinﬁi(j)

=
1=}
S

. 0 10 20 30 40 50 60 70 80 920 100
RTTin,i/ RTT ez, directly. time [s
Fig. 17. lllustration of TCP convergence rat&/.§ simulation, o; = 1,
B; = 0.5, dumb-bell with 10Mbs bottleneck bandwidth, 100ms progiaga

wnd (packe,;) ‘ | delay, 40 packet queue).

epochs for a backoff factor of 0.75). See, for example,
Figure VI. When flows are unsynchronised, we work in

sor st (e 1 terms of themeanbackoff factor E[3;] = \i(1 — 5;).
0 y Y I The convergence rate of the netwarleancongestion
o " T i ccu windows is bounded by the largest mean backoff factor
of LA gt s x:‘,!‘ no Bmaz, & = max; E[B;], with the 95% rise time bounded

NI B \\,‘; FE B B o ¥ :‘H; “ :g s
mi“\{”‘, ! {c :‘H;;J‘ ’|‘~ ,*/‘ﬂ' ' : ’;\ :Hw‘ :u)‘ | “: ;v: J“\": H“ ‘\“ :‘,’ ﬁ‘.\: i ‘wl‘ \17 by 10g 005/ 10g ﬁmaz,E-

I r I 1/“' : / Wy ‘M‘ w’ g :”“ o) :w “N W ‘,:‘\\ i
0 ol i I\ S Y

4 6 8 10 12 14 . . . .
ime 5 These analytic results indicate that congestion contratest

gies that reduce the AIMD backoff factors to achieve high
Fig. 16. Example of operation with bidirectional web traiearing link (NS Utilisation of network resources can result in slowing o th
simulation, network parameters: 40Mb bottleneck link, 2ielay, queue 30 rate of convergence of the network to its equilibrium. A
packets, 10 web flows in each direction.) backoff factor of 0.75 has a 95% rise time of 10 congestion
epochs compared with a rise time of only 4 congestion epochs
when the backoff factor is 0.5. For example, see Figure 18.
VI. THE COST OFADAPTIVE AIMD Note that this analysis focusses on the congestion avagdanc
ghaviour and ignores the impact of slow start which would
d to accelerate convergence following start-up of a new
flow, although slow start would have little impact on the
sfonvergence time following a cross-flow disturbance. Fer th
gelay-bandwidth products commonly encountered in current
networks, the impact on convergence time of increasing the
backoff factor to 0.8 is felt to be minor. Hence, while a
mode switch might be included to accelerate convergenise, th
oes not seem necessary on low to medium delay-bandwidth
duct paths. In contrast, on high delay-bandwidth pastinsh

It has been well documented that even small modification
to the basic TCP algorithm can have a large impact on netw
properties. In this section we consider the cost of our ssigge
modifications to the standard TCP algorithm. In particul
we consider the impact of our algorithm on the networ
convergence rate. Fron?][we have that:

(i) Convergence. Consider a network of AIMD flows
with drop-tail queues. For synchronised flows, the flo
congestion windows converge to a unique periodic cyc

?Ilt an te;(ponentlal ralt(e. In thet_ case (:jf uns¥/nchrr(])r;l|s transatlantic multi-gigabit speed paths, it is well kndhat
ows, The mean peak congestion window ot €ach Toghe ¢, rrent AIMD algorithms suffer from slow convergence
converges exponentially to a unique equilibrium valueand our adaptive AIMD algorithm would obviously suffer
NS te. C ; ¢ o th similarly. A number of proposals exist that seek to improve
(i) Convergence rate. Convergence rate refers to epen‘ormance in high delay-bandwidth product environments

ratf atk V\fllh'Ch the mean tco;?gstlon _\;\_/llanOWS Olf thgnd, although these are outside the scope of the presemnt pape
network Tlows converge 1o their equiionum Valu€s,o 45 note that any proposed changes compatible with the
e.g. following start up of a new flow. In the case o

. xisting TCP AIMD algorithm would also be compatible with
synchronised flows, the convergence rate of the flo 9 9 P

congestion windows is bounded by the largest backo}ﬁe adaptive AIMD algorithm.

factor B, = max;3; in the network, with the 95%
rise time measured in congestion epochs bounded by
log 0.05/ log Bmax (yielding a rise time of 4 congestion The analysis and results we present here encompass a wide
epochs for a backoff factor of 0.5 and 10 congestiomnge of network conditions including, in particular, path

VIl. SCOPE OF OUR RESULTS AND FUTURE WORK
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[?], [?] The body of work most related to our proposal was
developed in the context of wireless networks and error-
prone links by Gerla and his co-authors [8]. They consider a
TCP variant denoted TCP-Westwood that proposes modifying
the AIMD backoff factor using an on-line estimate of the
bandwidth available on a path. However, the strategy pteden

in the present paper differs from TCP-Westwood not only in
the manner in which the AIMD backoff factor is adjusted

‘ (e.g. we make no attempt to estimate the per-flow packet
i1 rate of the bottleneck link and our adaptation scheme does
not require complex adaptive filtering strategies) but aiso

I our adjustment of the AIMD increase parameter according to
S a; = 2(1 — ;) in order to maintain network fairness and
o friendliness.

100+ T

80 b

60 b

cwnd (packets)

40

20

65
time (s)

IX. CONCLUDING REMARKS
In this paper we present a new approach to the buffer-
provisioning problem that retains the benefits of statitic
multiplexing when many flows share a link while also achiev-
ing good link utilisation with small nhumbers of flows. We
exploit the fact that the manner in which network buffers

are provisioned is intimately related to the manner in which

with both single and multiple bottlenecks (the number ofCP operates. However, rather than designing buffers to
which may change over time), a mix of long-lived flows andccommodate the TCP AIMD algorithm, we suggest simple
web traffic, and competing flows with a range of differenfnodifications to the AIMD algorithm to accommodate buffers
round-trip times. Issues which are not considered in thi3 the network. We demonstrate that with only minor modifi-
paper and are left as future work include link utilisatiorttwi cations to the AIMD algorithm, networks with small buffers
active queueing disciplines (we justify our focus on drap-t €@n be designed that transport TCP traffic in a very efficient
queueing by noting that it remains the prevalent queueif@@Nner.

discipline in modern networks) and the impact of wireless Ve argue that the benefits of modifying TCP according
links on utilisation. to the proposed adaptive AIMD algorithm are compelling:

namely, a nearly complete decoupling of network provision-
ing from the details of the TCP AIMD congestion control

i , algorithm. This is achieved without any negative impact on
One of the first mentions of the DBP rule seems to be i tlisation or network fairness properties and resit

an RFC by Jacobsoet al [3] although it is also implicit in |5 er network loss rates, and reduced sensitivity to revers
the original Jacobson TCP paper [4]; subsequent smulaﬂBch queuing.

studies include the work by Villamizar and Song [5]. The
role of statistical multiplexing in allowing small bufferis
discussed in detail in the recent paper by Appenzelie [1] ) ) ,
and the reader is referred to the references therein foilsleta 1hiS Work was supported by Science Foundation Ire-
of other work on this topic. land grants OQ/PI.l/C0§7 and O4/IN3/I460. The assistaffice o
The idea of modifying the TCP congestion control t@aruch Even in collecting the experimental results presignt
improve throughput efficiency is not new and dates badk 9ratefully acknowledged.
at least to the work of Brakmet al on TCP Vegas [6].
More recent work includes FAST TCP[7]. In both of these
approaches the TCP transmission rate is adapted in resfmonge
changes in round-trip delay with the aim of maintaining crieu
occupancy at a small, but non-zero, value thereby improvi%
link utilisation while also avoiding the packet drops asated
with the probing action of AIMD congestion control. Howeyerl3]
this involves a paradigm change in congestion control With[

Fig. 18. lllustrating slower responsiveness with largeckodf factors: flow
starting at 50s has backoff factor of 0.5, flow starting at 6&s backoff
factor of 0.75. NS simulation, 10Mb bottleneck link, 80mdage queue size
40 packets.
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